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Abstract
Polylactic lactic acid (PLA), a biodegradable aliphatic polyester was filled with microcrystalline cellulose (MCC), a partially depolymerised cellulose with three different compositions ranging from 10wt% to 30wt% to form a PLA composite. MCC is used as a reinforcing agent due to its good binding property and low density. The objective of this research is to prepare the polymer sheets via melt blending method and compare different composition of PLA/MCC biocomposites in order to investigate their biodegradation and hygrothermal degradation behaviour. The degradation behaviour of the polymer sheets was evaluated via hygrothermal test for 14 days and soil burial test for 58 days. The former test required the samples to be immersed in a water bath at temperature of 58 °C while the later test involved burying the samples in the soil at a depth of 10 cm at room temperature. In order to evaluate the physical and chemical changes of the polymers upon degradation, scanning electron microscopy (SEM) test and differential scanning calorimetry (DSC) analysis were carried out. From the weight loss data, 30% MCC composites showed the highest weight loss percentage with 21.7% for soil burial test and 23.5% for hygrothermal test when compare to 20% MCC and 10% MCC composites. This indicated that the higher the MCC content in the polymer matrix, the faster the degradation rate. The biocomposites also underwent much faster weight loss under prolong heating (hygrothermal test). Holes and voids with some microorganism attached on the surface of the samples can be seen in the SEM images of soil burial specimen. From the DSC analysis, the glass transition temperature, \( T_g \) of pure PLA samples shifted from 64.8 °C to lower temperature which is 63.7 °C after soil burial test and 57.3 °C after hygrothermal test. The addition of 30% MCC reduced the \( T_g \) to 62.7 °C. It is further shifted to 61.9 °C after soil burial test and 55.5 °C after hygrothermal test. It can be concluded that the incorporation of MCC into PLA matrix enhanced its degradability thus can be used in the industry in order to preserve the environment.
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1. Introduction

Synthetic polymers are one of the well known useful materials to the humankind in this modern sciences and technology era. Polymeric materials are currently used in almost all sectors such as in packaging, food industry, agricultural industry, medical appliances and many more due to its wide range of application. Numerous efforts have been done by the engineers and scientists to improve the stability of polymers since their first development due to their environmental influences. However, in the past decade, polymeric materials have caused a serious environmental pollution and has become industrial waste products especially the plastic packaging [1]. The difficulties in disposing the polymer based waste have generated enormous attention and increased awareness among the public [2]. Therefore, the development of biobased and biodegradable polymers as an alternative to the existing petroleum based polymers is necessary as an effort to conserve the environment.

Degradability of polymers is chemical and physical deterioration or in other words it can be defined as the molecular mass loss. A complete degradation is achieved when the polymers are completely converted into salts or gaseous product or when there is no residue remains [2]. The production of the existing synthetic plastics such as polypropylene (PP), poly ethylene (PE), polystyrene (PS) and polyvinyl chloride (PVC) reaches 140 million tonnes worldwide per year [3]. However, due to their lack of biodegradability, several types of biodegradable polymers have been introduced into the market since the past decade which includes polylactic acid (PLA), polycaprolactone (PCL), polyglycolic acid (PGA) and many others [4]. The high efficiency in production of lactic acid by fermentation of renewable resources which include starch and sugars has increased the attention among the researchers towards PLA. PLA is a semi-crystalline polymer that exhibits similar mechanical properties as of polystyrene and polyethylene. Besides that, it also has reasonably good properties such as high tensile strength, high melting point which is about 174°C - 184°C, low elongation and high transparency. These properties results in wide usage of PLA in medical appliances and packaging industry.

Microcrystalline cellulose (MCC) is widely used in pharmaceutical industry, paper making industry and composite manufacturing industry. It is a partially depolymerise cellulose discovered by Battista and Smith in 1955 which can be prepared by treating alpha cellulose from fibrous plant. It has amorphous region which is prone to hydrolysis and is a good binder [5]. Therefore, it is chosen to bind with PLA to produce a degradable composite. It has a good thermal stability up to 300°C. A lot of studies have been done regarding MCC filled PE and PS. However the information regarding MCC filled PLA is still lacking. This research is conducted to gain more information regarding this type of polymer in term of degradability [6].

This paper involves producing polylactic acid composite which is incorporated with three different compositions of microcrystalline cellulose to be compared with the pure polylactic acid composite. The polymers undergo degradation test such as soil burial test, and hygrothermal test in order to study their degradation behavior. Characterization tests such as scanning electron microscopy (SEM) and differential scanning calorimetry (DSC) are carried out to evaluate the physical and chemical alteration of the polymers upon degradation.
For soil burial test, the depth of the burying of the samples varies for different researcher. Bayerl et al. put the sample of PLA/flax composite at a depth of 20 cm in the compost soil [7]. Fortunati et al. buried PLA sample into an organic substrate placed in a perforated container at 4 to 6 cm depth [8]. The soil was regularly watered to keep it moist [9]. The degradation rate is independent of the burying depth. Instead, it depends on the presence of the microorganism in that particular area. According to a study done by Fukusima et al, pure PLA sheets does not show any weight loss and were not broken for the first 39 weeks. The reason behind this is that no assimilation between the microorganism and the sheets were found. Weng et al. wrote that neat PLA sample started to break 30 days after being buried. After 160 days, the sample turned into debris [9]. As of now, only limited degradation studies on the synthetic MCC filled PLA composites have been reported, particularly for soil burial test.

Hygrothermal ageing investigates the changes of PLA composite towards the environmental exposure which are heat and water. The suitable method to investigate the hygrothermal behaviour is to measure the water uptake because water usually initiates the deterioration of polymer composite. PLA hardly shows any degradation property at 25°C. As the temperature increases to 37°C, it starts to show a little degradation property. 58°C is the best onset degradation temperature. This is because a lot of studies show that this temperature causes PLA to degrade faster since it is closer to its glass transition temperature which is between 60 °C to 65 °C [10]. Rapid degradation occurs as the temperature increases towards the glass transition. Besides that, higher temperature is not suitable because the crystalline configuration of PLA will change. PLA is said to have a better water absorption when compare to polypropene and polyethylene [11]. Berthé et al. stated that the water uptake increases with ageing time due to osmotic cracking [12].

The main objective to be achieved is to prepare and compare different loading of microcrystalline cellulose filled polylactic acid by using melt blending method. Besides that, it is also aimed to investigate the biodegradation and hygrothermal degradation behavior of microcrystalline cellulose filled polylactic acid composite. At the end if this research, it can be known whether the incorporation of MCC into PLA will enhance the degradation of the polymer sheet or vice versa. Should MCC enhance the degradability, the best formulation of the polymer composite can be known based on its degradation rate.

2. Experimental

2.1 Materials

Polylactic acid grade 3015D with density of 12.5 g/cm³ was obtained from Nature Works. Microcrystalline cellulose was purchased from R&M Chemicals with pH of 5.5 to 7 and degree of polymerization ranging from 210 to 270.

2.2 Material processing

2.2.1 Preparation of the Composites

Three different compositions of PLA/MCC polymer sheets with one pure PLA sheet were prepared. The formulation used is tabulated in Table 1:
Table 1. The formulation of the polymer sheets

<table>
<thead>
<tr>
<th>No</th>
<th>Remarks</th>
<th>Weight of PLA (g)</th>
<th>Weight of MCC (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pure PLA</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>10wt% MCC</td>
<td>10</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>20wt% MCC</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>30wt% MCC</td>
<td>30</td>
<td>70</td>
</tr>
</tbody>
</table>

These formulations were chosen simply based on the literature review. Lower dosage of MCC shows insignificant improvement in its mechanical properties whereas high dosage will cause difficulties in dispersing MCC in PLA matrix [13]. So, the range of 10% to 30% was suitable to be used to compare which formulation will give the best degradation property.

2.2.2 Melt Blending

In order to remove moisture, PLA 3501D was dried in an oven at 80 °C for 15 minutes prior to melt blending process [14]. In melt blending process, MCC was compounded with PLA by using a twin screw extruder or internal mixer (Model: Haake Polylab System E93) at the speed of 50 rpm since this is the regular speed used in producing most of fibre reinforce PLA composites [9]. The twin screw extruder was preheated first to 180 °C to ensure the mixture is thoroughly mixed before putting in the materials [15]. This mixing process took 7 to 8 minutes to ensure even heating. Pure PLA was melted in the same condition in order to act as a reference material. Upon mixing, the mixture was taken out for compression moulding process.

2.2.3 Compression Moulding

Compression moulding process was carried out in order to produce a 12cm × 13cm rectangular polymer sheet with 0.1 cm thickness. This size was chosen since this was the thinnest available mould. Thin sample can be cut easily. The mixture was distributed in between the mould. It was then being compressed by a hot press machine (Model: Moore E53) at temperature of 185°C to ensure that the mixture was melted and can be shaped into the given mould. The machine was preheated for 5 minute before it underwent pressing stage for 8 minutes at 150 bar. Then, the cooling process took place until the temperature reaches 60°C for the polymer to be harden and be ready in shape [16]. The polymer sheet was then ready to be taken out. A pure PLA sheet also was prepared under the same pressure and temperature.

2.2.4 Cutting

The rectangular sheet was cut into the size of 2 cm × 2 cm for testing purpose later by using a cutter. The square shape samples were used for soil burial test and hygrothermal test.

2.3 Degradation Test
2.3.1 Soil Burial Test

To investigate the degradability of the incorporation of MCC in PLA composite, soil burial test was carried out. In order to ensure a good water and air circulation, moist soil was placed into a perforated container [17]. Three pieces of the sample of each formulation were weighed to get the initial weight, $W_0$, and buried in the soil at a depth of 10 cm with horizontal distance in between the sample of 3 cm at room temperature [18]. Three pieces of the sample were used in order to get the average reading. The medium was sprayed with water to keep the compost in moist condition for a better microbial activity [19]. The samples were weighed at eight different intervals which were on the 1st, 3rd, 5th, 7th, 14th, 21st, 28th and 58th day in order to investigate the degradation rate. Before that, the samples were wiped to remove any leftover soil dirt and dried to constant weight in the oven for 4 hours at temperature of 70°C to remove moisture [14]. The average weight of the samples were calculated in order to calculate the percentage of weight loss by using Eq. (1) [14]:

$$\text{Percentage of weight loss (\%) = \frac{W_0 - W_t}{W_0} \times 100\%}$$

where $W_0$ is the initial weight of the samples in g and $W_t$ is the final weight in g.

2.3.2 Hygrothermal Test

The samples were immersed in a water bath at a temperature of 58°C [11]. This temperature was chosen because PLA shows strong degradation behaviour at this temperature. The initial weight of the sample was taken prior to the test. The samples then were weighed at six different intervals which were on the 1st, 3rd, 5th, 7th, 10th, 14th day in order to investigate the degradation rate. The physical alteration of the samples was observed as well as their weight loss. By using the data collected, percentage of weight loss was calculated by using Eq. (1).

2.4 Characterization

2.4.1 Scanning Electron Microscopy (SEM)

To study the morphology of the polymer sheets after degradation, SEM can be carried out by observing each of the samples under a scanning electron microscope (Model: Quanta 400 FEG). In order to improve the conductivity, the samples were coated with gold by using the vacuum sputter-coater. The microscope was operated at 20 kV and the images were taken at magnification of 1500x, 500x and 200x [20]. The morphology evolution was observed to confirm the degradability of the polymer sheets.

2.4.2 Differential Scanning Calorimetry (DSC)
The melting temperature of PLA/MCC polymer sheets were studied by using a differential scanning calorimeter (Model: Perkin Elmer DSC 8500) which was equipped with refrigerant cooling system. The samples were weight to approximately 10 mg before being heated at the temperature range of 40 to 200 °C and cooled back to 40 °C at rate of 10 °C/min. The samples were sealed into aluminum pans. An empty aluminum pan was used as a reference sample. Melting point temperature, $T_m$ and glass transition temperature, $T_g$ were determined from the heating cycle.

3. Results and discussions

Soil burial test is carried out to test the biodegradability or compost degradation of the polymer sheets towards microorganism. Compost degradation can be divided into two processes. The first process involves the hydrolyzation of the high molecular weight of PLA to lower molecular weight which can be affected by moisture and temperature. Then, the ester group can turn into alcohol and acid once the microorganisms catalyze the degradation. The lower molecular chain will be converted into water, carbon dioxide and humus [18].

The degradation due to hygrothermal causes by the osmotic cracking which will generate holes on the sheets. This will create a path for water diffusion. Besides that, carboxyl group possesses a strong water affinity causing it be more readily to be degraded when exposed to water [11]. While being immersed in water, the polymer will be penetrated by the water molecules. Hydrolytic degradation causes the long polymer chain to break into shorter water soluble fragments.

3.1 Weight loss

Fig. 1 indicates the percentage of weight loss (%) as a function of time in days for soil burial test. The sample of 30% MCC has the highest weight loss with 21.7% followed by 20% MCC and 10% MCC. The weight loss is a factor that determines the biodegradability. The addition of MCC filler into PLA matrix allows the penetration of microorganisms and water through the filler/matrix interface which subsequently caused the breakdown of low molecular weight fragment. Pure PLA has the lowest percentage with only 4.3% which can be concluded as almost no weight loss due to its slows rate of hydrolysis at ambient temperatue [21]. The first 28 days shows that the degradation rate increases faster than the last 30 days. After 58 days of degradation, the colour of the samples gradually fades from dark brown to light brown. However, the transparent sheet of pure PLA remains the same. This proves that the addition of MCC into PLA matrix enhance its biodegradability. Theoretically, there are two stages involved with the first one called the depolymerization. The macromolecules will break down into shorter chain which usually occurs at the outer part of the organism. The edge of sample started to rupture at the end of the first month. However, the difference of the sheets after degradation is still insignificant for this test. It might require longer period for the sample to fully degrade.

Fig. 2 indicates the percentage of weight loss (%) as a function of time in days for hygrothermal test at 58 °C. The sample of 30% MCC has the highest weight loss with 23.5% followed by 20% MCC and 10% MCC. Pure PLA has the lowest percentage with only 4.9% which is more or less the same as soil burial test. The degradation rate increases linearly with time. The percentage weight loss for this test is higher than the
soil burial test. The samples became brittle after just 3 days. The brittleness increases with time. At the end of the second week, the samples are broken into pieces. For this test, the colour of the samples also faded. However, in contrast with the result obtained for soil burial, pure PLA sample turned to white opaque sheet instead of staying transparent. This is due to the exposure of the prolong heat.

From the degradation test, it is reported that the samples of 30% MCC shows the best degradation property. Thus, these samples together with the pure PLA samples are chosen for further analysis.

Figure 1. The percentage weight loss for soil burial test

Figure 2. The percentage weight loss for hygrothermal test
3.2. SEM Analysis

SEM is carried out in order to observe the morphology of the samples after degradation takes place. At a certain magnification and resolution, SEM gives a clear image on how a polymer would be like when it undergoes physical changes.

Fig. 3 shows the SEM images of the surface of the pure PLA sheet and 30% MCC sample where as Fig. 4 is the cross sectional of both types of sample. (A) shows the PLA sample SEM image before degradation takes place. It can be seen that the surface is quite smooth with no void and crack. (B) is the image of PLA sheet after 58th days of soil burial test. The surface of the sample becomes rough. The cross sectional image shows some microorganisms embedded on the top left. (C) shows the sample image after hygrothermal test. There are holes and water void presence on the sample. (D) shows the 30% MCC sample before degradation. The dispersion of MCC onto PLA can be clearly seen. There is also no hole formed which shows that it is a homogenous mixture. The image of 30% MCC after soil burial test is portrayed in (E) whereas (F) shows the 30% MCC after hygrothermal test. A few tiny holes are formed on both sheets. The cross sectional image shows that the matrix is disintegrated on the top left.
Figure 3. SEM images of the surface of the samples of (A) pure PLA sample before degradation, (B) pure PLA sample after soil burial test, (C) pure PLA sample after hygrothermal test, (D) 30% MCC sample before degradation, (E) 30% MCC sample after soil burial test and (F) 30% MCC sample after hygrothermal test.
Figure 4. SEM images of the cross section of the samples of (A) pure PLA sample before degradation, (B) pure PLA sample after soil burial test, (C) pure PLA sample after hygrothermal test, (D) 30% MCC sample before degradation, (E) 30% MCC sample after soil burial test and (F) 30% MCC sample after hygrothermal test

3.3 DSC Analysis

Differential scanning calorimetry (DSC) analysis is used to study the melting and crystallization behaviours of PLA and PLA/MCC composites. 10 mg of samples were heated at temperature range of 40 to 200 °C. Fig. 6 shows the DSC thermogram for pure PLA where as Fig. 7 is the DSC thermogram for 30% MCC. It shows the peak that indicates the glass transition temperature, $T_g$ of the samples. $T_g$ depends on a few factors such as intermolecular interactions, the molecular weight, steric effects, the chain flexibility, the cross linking density and the branching [22]. Theoretically, the $T_g$ of PLA is around 60 °C [23]. From Figure 6, $T_g$ of PLA before degradation is 64.8°C.
Upon degradation, the $T_g$ has shifted to lower temperature. The shifting for hygrothermal test is greater than the soil burial test. This again proves that PLA are prone to degrade under prolong heating when compare to biodegradation. The incorporation of MCC into PLA does not give significant changes to its $T_g$. This is reported by previous research conducted in which the addition of MCC hardly affects the $T_g$ value of PLA [24]. The $T_g$ of 30% MCC sample is 62.7 °C. It shifted to much lower temperature after degradation. $T_g$ is one of the indication of the chain mobility. In this study, $T_g$ is shifted to lower temperature after degradation, could be attributed to the hydrolysis of the polymer chain, leading to a decrease in molecular weight. Another possible reason in the deduction of $T_g$, is the penetration of moisture from the surrounding into the PLA composite. Water moisture can bring plasticizing effect and softening of polymer matrix. Table 2 shows the summary of the $T_g$ for each sample.

![Figure 6. DSC analysis of pure PLA](image)

![Figure 7. DSC analysis of 30% MCC](image)
Table 2. $T_g$ of the samples before and after degradation

<table>
<thead>
<tr>
<th>Sample</th>
<th>Glass transition temperature, $T_g$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure PLA</td>
<td>64.8</td>
</tr>
<tr>
<td>Pure PLA after soil burial</td>
<td>63.7</td>
</tr>
<tr>
<td>Pure PLA after hygrothermal</td>
<td>57.3</td>
</tr>
<tr>
<td>30% MCC</td>
<td>62.7</td>
</tr>
<tr>
<td>30% MCC after soil burial</td>
<td>61.9</td>
</tr>
<tr>
<td>30% MCC after hygrothermal</td>
<td>55.5</td>
</tr>
</tbody>
</table>

4. Conclusions

The biodegradation and hygrothermal degradation behavior of microcrystalline cellulose filled polylactic acid composite have been successfully evaluated. The incorporation of MCC into PLA indeed helps to enhance the degradation. From the weight loss data, 30% MCC composites showed the highest weight loss percentage with 21.7% for soil burial test and 23.5% for hygrothermal test when compare to 20% MCC composites and 10% MCC composites. This indicated that the higher the MCC content in the polymer matrix the faster the degradation rate. The biocomposites also undergo much faster weight loss under prolong heating (hygrothermal test). Holes and voids with some microorganism attached on the surface of the samples can be seen in the soil burial SEM images. Besides that, the outer layer of the samples was disintegrated upon degradation. From the DSC analysis, the glass transition temperature, $T_g$ of pure PLA samples shifted from 64.8 °C to lower temperature which is 63.7 °C after soil burial test and 57.3 °C after hygrothermal test. The addition of 30% MCC reduced the $T_g$ to 62.7 °C. It is further shifted to 61.9 °C after soil burial test and 55.5 °C after hygrothermal test. It can be concluded that the incorporation of MCC into PLA matrix enhanced its degradability thus can be used in the industry in order to preserve the environment.
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Abstract
Utilisation of rice husk waste helps to solve the disposal and pollution problems in the rice milling industry. Rice husk was brought into attention because it can be found abundant and easily obtain since Malaysia is one of the rice producing countries. In this study, rice husk was used as a raw material for the production of silica and carbon. Combustion of rice husk produced rice husk ash, which highly consists with silica. Process continued with sodium hydroxide extraction and followed by hydrochloric acid precipitation to obtain purer silica. The byproduct from this method is carbon which further examine its surface area and adsorption capacity by using Brunauer-Emmet-Teller (BET) surface area and N₂ adsorption isotherms respectively. Silica obtained was characterised in terms of silica content and crystallise phase change by energy dispersive X-ray (EDX) spectrometer and X-ray diffractometer (XRD) respectively. It was found that silica obtained is amorphous silica and EDX analysis showed silica contents was 30% Si atomic. Carbon obtained is mesoprous with BET surface area 30 m²/g.

Keywords: Rice husk, Rice husk ash, Combustion, Alkaline extraction, Silica, Carbon

1. Introduction

Globally, 1.2 billion tonnes of rice husk is produced and in Malaysia, there are about 470,000 tonnes per year [1,2]. Generally, the abundant rice husk wastes are decomposed and burned in open fields resulting the waste product called rice husk ash. The major components of rice husk are hemicellulose, cellulose and lignin, which are all organic materials. But after combustion the white ash obtained and it contains 61% of silica and, 10-40% carbon and minor other mineral composition [3]. Consequently, the weak disposal practices promote the emission of greenhouse gas and ash formed from burning is inevitable. The high emission rates of various gasses and fine airborne particulate matter would deteriorate air quality and exert impact on public health.
Since the major component in rice husk ash is amorphous silica, many authors have concluded that rice husk is an excellent source of silica and it can be economically viable raw material [4]. Most study has reported that the ash properties make it possible to use as an alternative source in the production of silicates and silica [5]. Silica produced by rice husk ash is widely used in the glass, ceramics, and cement as a major component and in pharmaceuticals, cosmetics, and detergents industries as a bonding and adhesive agents [3,6,7]. Silica also has been used as a major precursor for a variety of inorganic and organometallic materials, which have applications in synthetic chemistry as catalysts, and in thin films, or coatings for electronic and optical materials [3,8]. Hence, rice husk can be value added from low cost raw biomass to high quality silica with good commercial value.

There are various of methods to produce silica from rice husk ash such as combustion, microwave hydrothermal processes, flame synthesis and micro emulsion methods, which are capable of producing in highly porous and amorphous silica [9,10]. Besides, many authors have concluded that at temperature 500 to 1400 °C white ash can be obtained approximately 92 – 97 wt% silica and left with carbon residue [6,11]. By undergo thermal treatment it proved to be effective to remove most of the minerals and metallic impurities. Further the step with acid or alkaline leaching, purer silica can be obtained [3,5,12-13]. Based on U. Kalapathy study, he discovered a decade ago a method to extract silica and the method had successfully produced 91% silica by using alkaline extraction. He continued the process with acid precipitation and produced silica xerogels which has 93% silica content [5]. As his production method at simple low energy chemical method and could be done at laboratory level, his method had been a referenced in this study as a subsequent step to produce purer silica after combustion of rice husk. The byproduct of alkaline extraction method after silica is obtained is carbon biochar which mainly contains carbon and unburnt components prior to combustion. Hence additional investigation required to analyse the property of the carbon and discuss its potential for commercial application.

Hence, by extracting silica from RHA, it will contribute as one of the alternative strategies for sustainable development due to the conversion of biomass-derived into a useful chemical. Therefore, the utilisation of biomass waste would strive for environmental preservation and potentially could avoid excess amount of RHA produced globally. In the present study, the production of high quality silica and carbon simultaneously using combustion and alkaline extraction method were discussed targeted for application that fit their characterisation. Therefore, the main objectives of this study are:

I. To study the effect of combustion temperature on the yield of silica and carbon.
II. To investigate on the physical properties of silica and carbon extracted from rice husk.

2. Experimental

2.1 Rice husk ash preparation

Rice husk was collected from Chantika Kilang Beras Sdn. Bhd., Kedah, Malaysia, followed by washing with distilled water to remove dust. Only the floated rice husk on the water surface was collected as dirt and dust were settled at the bottom. After washing, the clean rice husk was dried in air oven at 110 °C for 24 hours. The
dried rice husk was ground into a powder within the size of 0.5 mm to increase rice husk surface area for better heat distribution for combustion process. The 100 g of rice husk powder was weighed and placed into flat alumina crucibles for combustion process. Combustion of rice husk powder was conducted in muffle furnace in the presence of air at four different temperature, 400 °C, 600 °C, and 800 °C for 2 hours and heat rate 10 °C min⁻¹. Upon combustion process the colour changes and weight loss were recorded. The three different temperatures representing three different samples named with RHA 400, RHA 600 and RHA 800 respectively. Rice husk and all RHA samples were analysed using energy dispersive X-ray (EDX) spectrometer.

![Flow chart for preparation of RHA samples.](image)

**2.2 Extraction of silica and carbon**

For each sample, 60 mL of 1M NaOH was added to 10 g of RHA in a flask and boiled for 1 h with constant stirring at 500 rpm using hotplate stirrer. This step will dissolve silica with the alkaline and produce sodium silicate solution. After that, the solution was filtered through Whatman No. 41 ashless filter paper and separate silica filtrates (liquid form) and carbon residues (solid form). The carbon residue was washed with 100 ml of boiling water, filtered and clean carbon residue was dried in the oven at 80 °C for 12 hours. Carbon obtained was named with C 400, C 600 and C 800. All the carbon sample was characterised by Brunner-Emmet-Teller (BET) surface area, pore volume and pore diameter. The measurement of the pore characteristics was carried out using N₂ adsorption.

Proceed with silica filtrate, which was then titrated with 1M HCl to pH 7 with constant stirring. Gels were started to form when it reached pH 10 and when it reached pH 7, the silica gels were allowed to age for 18 hours. After aging process, deionised water was added and gels were broken to produce slurry. Slurries were then centrifuge at 2500 rpm for 15 min, and clear supernatants were removed. Gel washing was repeated and silica gels were dried at 80 °C for 12 hours. Upon this step, silica xerogel was produced and washing step was repeated with 50 mL deionised water. After that,
the solution was filtered through Whatman No. 41 ashless filter paper and separates silica xerogel and water. Finally silica xerogel was dried at same temperature and solid purified silica was produced. The silica obtained was named with Si 400, Si 600 and Si 800. The silicon content of the Si 800 samples was analysed using energy dispersive X-ray (EDX) and compared with commercial silica that was purchased containing 98% silica purity. The commercial silica that used in this project was Sebangun’s silica sand which originated Sarawak, East Malaysia. This sand is now reputed to be one of the most sought-after raw materials by glass producers. Furthermore, the crystalline structure of Si 800 was examined by X-ray diffractometer (XRD) which performed at radiation speed 2 ° min⁻¹ from 10 to 90 ° at range of 2θ with step time of 0.5 seconds.

![Flow diagram method to extract silica and carbon from RHA.](image)

3. Results and Discussion

3.1 Stage I: Combustion of rice husk

3.1.1 Visual analysis of rice husk ash (RHA)

Grinded rice husk was combusted at different temperatures with fix initial amount of rice husk and fix soaking times in the muffle furnace. Table 1 shows the physical observation of rice husk after combustion in terms of its particle morphologies
and ash colour. From the observation, it can be clearly seen that to produce white ash RHA, high combustion temperature was required. Hence, for RHA 400 sample which combusted at lowest temperature set in this study had produced most black ash. The black colour was caused by the incomplete combustion and ash was mostly carbon residual. In contrast with RHA 800 sample which combusted at 800 °C and the soaking time at 2 h were sufficient to produce pinkish white ash. To produce pinkish white RHA was important at this initial stage of this study, as it was the first indicator that visually verifies the RHA sample contains mainly silica. Besides, it also indicates that the muffle furnace had function well with good air circulation in a way to supply oxygen to the rice husk sample and complete combustion could be achieved.

Table 1. Visual analysis of RHA particle after combustion.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Combustion temperature (°C)</th>
<th>Rice husk ash</th>
<th>Observation</th>
</tr>
</thead>
</table>
| RHA 400 | 400                         |               | • Coarse powder  
          |                              |               | • Black char scattered amongst white ash  
          |                              |               | • Incomplete combustion |
| RHA 600 | 600                         |               | • Finer powder than RHA 400  
          |                              |               | • White ash and char homogeneously mixed |
| RHA 800 | 800                         |               | • Finer powder than RHA 600  
          |                              |               | • Pinkish white ash |

### 3.1.2 RHA yield after combustion

Figure 3 shows the weight losses percentage of rice husk against temperatures. When the combustion temperature was increased from 400 to 800 °C, it can significantly produced different amount of RHA. As the initial weight of raw rice husk was 100 g, it was recorded that only 12, 10 and 9 g produced after combustion. Higher combustion temperature causing increasing of weight loss hence produced lower amount of RHA. Generally only 10% to 13% of RHA was found after the combustion indicating that remaining organic compounds had combusted. At temperature 400, 600 and 800 °C, the total weight loss of 81, 85 and 86% were recorded respectively. At this stage, decomposition of biochar had occurred and RHA obtained were constituted of 15% silica and metallic impurities. The amount of RHA produced agreed well with the reviewed from literature of the thermogravimetric analysis (TGA) of rice husk [14–16] with the description as follows.
Thermal degradation of rice husk sample can be generally categorized into three main regions that are dehydration of water vapor, degradation of hemicellulose and cellulose, decomposition of lignin and char. At the temperature of 100 to 150 °C removal of water vapor will occur within the husk pore structure. At approximately 200 to 400 °C, subsequent degradation of hemicellulose and cellulose of rice husk occurred. At this stage the presence of residual carbon was the highest due to the incomplete combustion of organic compounds and had converted into volatile matters. At the temperature of 400 to 600 °C, thermal degradation of lignin occurred but still had some unburnt carbonious material. Finally at the range of 600 to 1000 °C, decomposition of biochar occurred and silica content was the highest. The RHA obtained generally amorphous silica and its white in colour. For this reason the combustion temperature of rice husk was set at 400, 600, and 800 °C in this study and demonstrated that amount of silica and carbon were strongly dependent on the combustion temperature.
3.2 Stage II: Alkaline extraction

3.2.1 Visual analysis of Silica and Carbon

The alkaline extraction of RHA to produce purified silica and carbon, the weight analysis of these end products were studied. Figure 4 shows that increasing combustion temperature significantly increased the silica yield and decreased the carbon yield. The increased of silica yield from 400 °C to 800 °C was 40% (from 11% to 51%) and the decreased of carbon yield was 41% (from 89% to 48%). At combustion temperature of 400 °C, it can be seen that amount of carbon was the highest at 89% (6.4 g) whereby at 800 °C the amount of silica was the highest at 51% (2.5 g).

Table 2. Visual analysis of silica and carbon after alkaline extraction

<table>
<thead>
<tr>
<th>Sample</th>
<th>Weight</th>
<th>Silica</th>
<th>Observation</th>
<th>Sample</th>
<th>Weight</th>
<th>Carbon</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si 400</td>
<td>0.8 g</td>
<td></td>
<td>Yellowish particle colour</td>
<td>C 400</td>
<td>6.4 g</td>
<td></td>
<td>Black carbon</td>
</tr>
<tr>
<td>Si 600</td>
<td>1.2 g</td>
<td></td>
<td>Whiter particle colour than Si 400</td>
<td>C 600</td>
<td>4.3 g</td>
<td></td>
<td>Semi-fine powder</td>
</tr>
<tr>
<td>Si 800</td>
<td>2.5 g</td>
<td></td>
<td>Pinkish particle colour</td>
<td>C 800</td>
<td>2.3 g</td>
<td></td>
<td>Highest amount of carbon obtained compared to other samples</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Highest amount of silica obtained compared to other samples</td>
<td></td>
<td></td>
<td></td>
<td>Greyish-white carbon</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Finer powder than C 400</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Whiter carbon and finer powder than C 800</td>
</tr>
</tbody>
</table>
3.2.2 Silica and Carbon yield

![Graph showing Silica and Carbon yield% at different combustion temperature](image)

Figure 4. Silica and carbon yield% at different combustion temperature

3.3 RHA and Silica Extract Composition

Prior to visual analysis that indicated that RHA 800 contains high silica as pinkish white ash produced and with alkaline extraction which Si 800 sample produced the highest silica yield, these were not yet a strong verification of its silica content. Hence, the silica content in sample rice husk ash and extracted silica (Raw rice husk, RHA 400, RHA 600, RHA 800 and Si 800) were estimated from the EDX spectrum based on assumption that the entire silicon element was in the form of silica. From figure 5 to 10 data showed major element silicon (Si) and minor element of carbon (C) with some metallic impurities. The silica and carbon content in each sample were depicting in a graph to demonstrate a clearer trend of its weight percent (wt%) changes with temperature and comparison with commercial silica could be made.

Figure 4 show that increasing combustion temperature significantly increased the silica content. The increment of silica content from a raw rice husk to RHA 800 was 14.3 wt% and further increment achieved after alkaline extraction with additional 0.9 wt%. Hence, this confirmed that silica extraction via alkaline extraction method was succeeded to extract out silica from the ash. The extracted silica sample, Si 800 contained 29.7 wt% silica was compared with commercial silica that had 36 wt%. The difference of 6.3% was the proof of the silica quality produced in this study compare with the commercial one which contain ~98% silica purity. The differed of the silica contain in Si 800 required for further study hence improvement of its quality and similarity silica content could be achieved. Apart from that, the silica produced in this study seems to be attractive resource of silica as only a small differ of its silica content compared to the commercial one. Application that requires less silica purity like, in concrete making would be an interesting option [4].
In contrast with silica trend, a carbon composition reduced when increasing the combustion temperature. Hence, these result data support the fact that more volatile matter had combusted when increasing the temperature and left with silica component. RHA weight had reduced but resulting high amount of silica [14].

![Figure 4. Silica and carbon weight wt% by RHA samples, extracted silica and commercial silica.](image)

Table 3. EDX wt% composition of components in RHA samples and Si 800.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Si</th>
<th>C</th>
<th>O</th>
<th>K, Al</th>
<th>Na</th>
<th>Cl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw rice husk</td>
<td>14.59</td>
<td>31.87</td>
<td>53.3</td>
<td>0.24</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RHA 400</td>
<td>25.65</td>
<td>24.5</td>
<td>51.35</td>
<td>0.35</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RHA 600</td>
<td>26.53</td>
<td>20.88</td>
<td>51.04</td>
<td>1.25</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RHA 800</td>
<td>28.84</td>
<td>13.35</td>
<td>57.24</td>
<td>0.57</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Si 800 (NaOH extraction)</td>
<td>29.95</td>
<td>7.87</td>
<td>54.75</td>
<td>0.17</td>
<td>3.92</td>
<td>3.69</td>
</tr>
<tr>
<td>Commercial Silica</td>
<td>36.04</td>
<td>9.26</td>
<td>54.7</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 5. EDX spectrum of RH.

Figure 6. EDX spectrum of RHA 400.

Figure 7. EDX spectrum of RHA 600.

Figure 8. EDX spectrum of RHA 800.
3.4 Silica physical properties

The highest silica composition sample obtained in this study (Si 800) was further characterised by X-ray diffractometer (XRD) to examine its crystalline structure. It was essential to verify it, in a way to understand its physical and chemical properties. Hence, silica produced could accurately fulfill various of application needs. Figure 11 shows the XRD patterns of Si 800 and broad diffused peaks with the maximum intensity at $2\theta = 21.5$ was observed, indicating the structure of silica present in the Si 800 remained amorphous. These results agree well with those obtained by other studies [11,12,17].
3.5 Carbon pore structures

The BET surface area, pore diameter and pore volume of carbon were given in Table 4. C 800 had a maximum BET surface area and pore volume compared to other carbon samples which were at 30.2 m²/g and 0.118 cm³/g respectively. This indicates that combustion at 600 °C had effectively combusted hemicellulose and cellulose and decomposition of carbon was at maximum. Hence, the decomposition was leaving a high porous structure and high pore volume. In the other hand, the surface area was attributed to the amount of pore structure had been destroyed [13,19]. Besides, sample C 400 exhibited the highest pore diameter at 31.88 nm followed by sample C 800 at 23.56 nm. It was note worthy that when the pore diameter increases, the surface area and pore volume were reduced. From table also shows that all samples exhibited mesoporous as all the mesoporous values were higher than microporous values. This mesoporous property also supported by the evidence of N₂ adsorption isotherms shown in Figure 12.

The nitrogen adsorption isotherms of carbon samples were shown in Figure 12. For samples it can be seen that all samples isotherms were type IV according to IUPAC classification. This kind of behavior was associated with mesoporous materials [11,20]. Besides, according to the adsorption isotherms graph, the C 600 displayed larger amount of adsorption compared to other samples. However not much different of the adsorption capacity found among the carbon samples as no physical or chemical activation which may help to improve its adsorption capacity.
To conclude, combustion at low temperature had impressively produced amorphous RHA that rich in silica. The highest firing temperature at 800 °C, sample RHA 800 shows finer powder than other samples and pinkish white ash was obtained indicating ash is amorphous and rich in silica. Besides, it demonstrated highest percentage weight loss but it produced highest yield of silica due to total carbon burnout. In contrast with 400 °C, RHA 400 produced most carbon and least amount silica due the incomplete combustion. Hence, by set up combustion temperature at 400 to 800 °C, it revealed the stages of changes of silica and carbon yield due to thermal degradation of rice husk. Proceed with alkaline extraction the silica obtained as a solid silica by NaOH extraction was composed of high purity, mesoporous particles that had an amorphous structure. As increasing combustion temperature significantly increased the silica content so does with alkaline extraction. The increment of silica content from a raw rice husk to RHA 800 was 14.3 wt% and further increment achieved after alkaline extraction with additional 0.9 wt%. Hence, this confirmed that silica extraction via
alkaline extraction method was succeeded to extract out silica from the ash. The extracted silica sample, Si 800 contained 29.7 wt% silica was compared with commercial silica that had 36 wt%. The difference of 6.3% was the proof of the silica quality produced in this study compatible with the commercial one which contain ~96% silica purity. Therefore, extraction of silica and carbon from rice husk will contribute as one of the alternative strategies for sustainable development due to the conversion of biomass-derived into a useful high value silica. Therefore, the utilisation of biomass waste would strive for environmental preservation and potentially could avoid excess amount of rice husk produced globally.

Furthermore, silica appeared to be amorphous which is suitable in the cement and construction industries. Silica can be chemically reacted with calcium hydroxide to form compounds possessing cementitious properties. The ultrafine size of the amorphous silica makes it excellent filler which improve the strength to the concrete [4]. In the future work, to study the amorphous property of silica affect the mechanical property of the concrete is interesting area of study subsequent after this research finding. Besides, extracted carbon pore structures trend could perceive among carbon samples but in terms of their adsorption capacity the trend was almost the same. In the future work, additional process required to improve carbon adsorption capacity.
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Abstract

The objective of this study is to determine the potential of pre-washing to suppress the odour of the EPFB fibre. The pungent odour of EPFB fibre arise due to the biodegradation process by microbes and led to the release of malodorous compounds. Pre-washing with hot water at 90°C and the addition of antimicrobial agents was employed for microbe elimination in this work. Antimicrobial agents employed in this work were sodium hypochlorite, carvacrol and oregano with parameters of concentration and exposure time its main focus. Samples HW, SHC-3, SHC-4 and Car-4 provided the best microbe elimination efficiency with the achievement of total microbe eradication. These four (4) samples experienced minimal degradation degree of 4-9% while the unwashed fibre sample experienced approximately 28% after 4 weeks storage period. However, total microbe eradication from the four (4) samples was not achieved when applied with dip and spray washing. Statistics from odour survey reviewed that fibre pre-washed with hot water (HW) and sodium hypochlorite (SHC-4) produced the most satisfactory odour suppression. Implementing pre-washing stage in the production of EPFB fibre can provide a potential solution for odour suppression.

Keywords: EPFB fibre, Odour, Biodegradation, Pre-washing, Microbe elimination.

1. Introduction

The palm oil industries have been growing globally with the increasing world population to supply the increasing demands in the F&B industry as well as the production of chemical derivatives in the oleochemical industry [1]. With the increasing production of palm oil to meet the needs, a large amount of waste of 17.4 million tonne of Empty Palm Fruit Bunch (EPFB) and 53.1 million tonne of Palm Oil Mill Effluent (POME) are generated annually during palm oil extraction process [2]. EPFB have been utilised in the form of EPFB fibre in the manufacturing of furniture such a mattress,
cushion and etc. [3]. However, a drawback of palm fibre was that it is subjected to microbe biodegradation over a period of time which results in the unpleasant odour and weakening of the EPFB fibre which prohibit the production of higher value products [4].

Physical and chemical technique have been employed in the inhibition and elimination of microbe [5]. Hot water washing is a very common approach applied in industries for surface sterilisation [6]. The chemical technique involves the addition of antimicrobial agents which either inhibits or eliminate the microorganism [7]. Antimicrobial agents further classified as chemical and natural antimicrobial agents. Chemical antimicrobial of sodium hypochlorite (NaOCl) and Chlorhexidine (CHX) have been intensively studied for their antimicrobial properties and working mechanism, where both exhibit potential for microbe inhibition as well as elimination [8, 9]. Natural antimicrobial agents such as essential oil (EO) from various plants extract are known to show antimicrobial potentials due to the active compounds in the EOs [10]. Carvacrol, Thymol and Eugenol are the phenolic compounds in the EOs that exhibit strong antimicrobial properties [10]. The effectiveness of the antimicrobial agents is associated with various factors, but concentration and duration of exposure are two factors of significant impact [11, 12].

The aim of this study is to suppress EPFB fibre odour, with the focus on microbe elimination on the EPFB fibre in order to prevent or minimise biodegradation. The microbe elimination, odour and biodegradation activity suppression of EPFB fibres after washing with hot water washing or addition of antimicrobial agents include sodium hypochlorite, carvacrol and oregano were evaluated. Disc agar cultivation method was employed for microbe elimination analysis, which enables the evaluation of the effectiveness of the washing conditions. Ideally, total eradication of microbe on the EPFB fibre is desired. FTIR analysis was performed to investigate the biodegradation activity of the EPFB fibre. Lastly, odour survey was conducted through simple survey, which provided a significant review on the odour suppression from prewashing of EFPB fibre. Results are discussed and comparison of the pre-washing methods are evaluated based on their potential in microbe elimination, biodegradation activity and odour suppression.

Method

2.1 Sample collection

The EPFB fibre sample was collected from Furniu Fibre Sdn. Bhd., Ipoh, Perak, Malaysia. The fibre samples are in the form of loose fibre with characteristic length of 100-150 mm and the moisture content of 12-15%.

2.2 Washing with hot water

The raw EPFB fibre was rinsed with 2000 ml distilled water to wash off the excessive dirt and sands on the fibre surface. Rinsing the fibre also removed shorter fibre strands, therefore giving the consistency of longer strands on the sample. 20 g of EPFB fibre was prepared and used for each set of experiment. Duplicate samples are produced for each set of experiment. The fibre was washed by gentle stirring the fibre in water for 2 minutes with a glass rod [13]. Fibre samples are soaked in 1000 ml of water. Hot water at 90°C was investigated for washing [5, 6].
2.3 Washing with antimicrobial agents at various concentration

Antimicrobial agents were added to water at 25°C to investigate the performance in microbe elimination on the surface of the fibre. Fibres were also washed by gentle stirring in 1000 ml of washing solution. Three (3) types of antimicrobial agents were used for this experiment. The chemical antimicrobial agents used is sodium hypochlorite (NaOCl) and natural antimicrobial agents were carvacrol and oregano. NaOCl was added at three (3) different concentration of 0.1%, 2% and 5% for 2 minutes and one with 2% for 5 minutes [14]. Carvacrol was added with concentration of 0.1 and 2% for 2 minutes and 5 minutes washing respectively [12]. Oregano was added at concentration of 0.1% and 2% for 2 minutes washing [12], plus oregano at concentration of 2% and 5% with 5 minutes washing were also executed.

2.4 Apply dipping and spraying washing technique

Washing technique of dipping and spraying were investigated for hot water and 5% NaOCl. Dipping technique was carried out by dipping the fibre in water for a short time period of 40 s in 1000 ml of washing solution. [15]. Spray washing was carried out by spraying the fibre samples with a fine mist of hot water and 5% NaOCl. The total volume used for spraying was 500 ml. Spraying was performed with spraying bottles. The results from dipping and spraying were compared with stir washing to evaluate the suitable employment technique on reducing EPFB odour.

<table>
<thead>
<tr>
<th>Table 1. Labelling of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-washing method</strong></td>
</tr>
<tr>
<td>None</td>
</tr>
<tr>
<td>Processed</td>
</tr>
<tr>
<td>Hot water</td>
</tr>
<tr>
<td>Washing with NaOCl</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Washing with carvacrol</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Washing with Oregano</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Dip washing</td>
</tr>
<tr>
<td>Spray washing</td>
</tr>
</tbody>
</table>

There were 19 samples produced in total from this work. For consistency, unwashed and all washed samples produced from the method described above were labelled according to Table 1.
2.5 Drying of the washed EPFB fibre

After every set of experiment, wetted fibre samples are dried in the laboratory oven with a temperature of 105.5°C overnight to completely remove moisture from the wetted fibre [16].

2.6 Microbe elimination analysis on washed and unwashed fibre

Microbe elimination analysis was performed by identifying the microbe growth on a nutrient rich medium of Nutrient Agar (NA) in a petri dish. NA is a general purpose medium for microbial cultivation [17]. NA is also a nutritive media which support a wide range of microorganism, non-selective meaning no inhibition of specific organisms and non-differential which do not distinguish organism by colour visibility [18]. Small samples of EPFB fibre were soaked in 10 ml of sterile water to produce a microbe suspended solution. To the suspended solution, 10, 100 and 1000 times dilution are performed and microbe cultivation was carried out for each dilution. Based on the colony growth on the agar plate, the dilution which provides suitable growth was selected for analysis. The whole procedure was done aseptically to minimise the risk of contamination [19]. Each sample was incubated for 7 days and the resulting growth of the colonies was evaluated to provide a qualitative analysis on microbial elimination for each pre-washing condition.

2.7 Fourier Transform Infrared Spectroscopy (FTIR) Analysis

Proceeding with the FTIR analysis, small samples of the washed and unwashed fibre were cut into fine short pieces. The short pieces were then grinded into slightly powdery samples with the mortar and pestle. Approximately 2 grams of samples were prepared for each fibre samples.

The FTIR spectra for the fibre sample were recorded with an FTIR spectrometer (Perkin Elmer Spectrum 100) equipped with attenuated total reflectance (ATR) unit. Each spectrum was measured using transmittance range from 4000 to 650 cm\(^{-1}\) with 16 ATR unit scans and resolution of 4 cm\(^{-1}\). All sample spectra were baseline corrected and the transmittance value was normalised with the range of 0 to 100%. FTIR analysis was employed to evaluate the biodegradation activity of the pre-washed fibres. The spectra at wavelength 1340 cm\(^{-1}\) were selected to provide a respective comparison of the biodegradation activity [20]. A duration of 2 weeks was allowed for each analysis on the fibre samples.

2.8 Odour survey for washed and unwashed fibre

The odour of washed fibres was compared with unwashed fibre to determine the performance of the washings on suppression of odour through an odour survey. The odour survey involved the participation of candidates which will grade the odour of washed and unwashed fibres. The candidates consisted of student, lecturers, project supervisor, industrial collaborator as well as personnel from palm oil industries. The grading of the EPFB fibre odour was conducted through a survey form. Odour level was graded from scale 0 to 4, where 0 indicating no odour while 4 indicating extremely unpleasant.
Samples are reviewed to the panellist by the sample ID of A, B, C and so on. For every round of odour test, the samples are randomised. Four (4) rounds of odour survey were conducted with the duration of two (2) weeks between rounds. The odour testing will follow some guideline established by St. Croix Sensory, Inc. [21]. Data acquired from the survey results were generated into a statistical analysis report in the form of a bar chart. From this report, the effectiveness of the pre-washing method on odour suppression was evaluated based on the grading by the panellist. Statistical analysis was also used to determine the variance of the pre-washing method.

2. Results and Discussion

3.1 Microbe elimination analysis

Disc agar cultivation was used to qualify the efficiency of each pre-washing treatment on microbe elimination. Colony of microorganism on the agar are physically characterised by several parameters such as size, shape, colour, surface, margin, elevation and texture of the colony [22]. Three (3) parameters have been selected to characterise the colony growth which was the shape, surface and colour of the colony. Table 2 and Table 3 tabulated the indication of microbe growth for a period of 7 days. Samples which have negative growth for 1000 times dilution will be tested for 10 times dilution. This was done as 1000 times dilution may be too diluted.

Table 2. Microbe growth indication for 1000 times dilution

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Microbe growth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day 1</td>
</tr>
<tr>
<td>N</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>-</td>
</tr>
<tr>
<td>HW</td>
<td>-</td>
</tr>
<tr>
<td>SHC-1</td>
<td>-</td>
</tr>
<tr>
<td>SHC-2</td>
<td>-</td>
</tr>
<tr>
<td>SHC-3</td>
<td>-</td>
</tr>
<tr>
<td>SHC-4</td>
<td>-</td>
</tr>
<tr>
<td>Car-1</td>
<td>-</td>
</tr>
<tr>
<td>Car-2</td>
<td>-</td>
</tr>
<tr>
<td>Car-3</td>
<td>-</td>
</tr>
<tr>
<td>Car-4</td>
<td>-</td>
</tr>
<tr>
<td>Ore-1</td>
<td>-</td>
</tr>
<tr>
<td>Ore-2</td>
<td>-</td>
</tr>
<tr>
<td>Ore-3</td>
<td>-</td>
</tr>
<tr>
<td>Ore-4</td>
<td>-</td>
</tr>
<tr>
<td>HW-Dip</td>
<td>-</td>
</tr>
<tr>
<td>HW-Spray</td>
<td>-</td>
</tr>
<tr>
<td>SHC-3 Dip</td>
<td>-</td>
</tr>
<tr>
<td>SHC-3 Spray</td>
<td>-</td>
</tr>
</tbody>
</table>

* - represent no growth and X represent growth
Table 3. Microbe growth indication for 10 times dilution

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Day 1</th>
<th>Day 2</th>
<th>Day 3</th>
<th>Day 4</th>
<th>Day 5</th>
<th>Day 6</th>
<th>Day 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HW</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SHC-1</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SHC-2</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SHC-3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SHC-4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Car-1</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Car-2</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Car-3</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Car-4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ore-1</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ore-2</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ore-3</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ore-4</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HW-Dip</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HW-Spray</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SHC-3 Dip</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SHC-3 Spray</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

* - represent no growth and X represent growth

3.2 Microbe colonies on unwashed fibre

The results from the disc agar cultivation have deduced that sample N contains multiple microbe colonies as illustrated in Figure 1. However, the precise number of colony could not be accurately defined as some colony growth are overlapping each other. Approximately 6 (six) different microbes colony can be identified from Figure 1 [23].

Figure 1. Microbe colony for sample N on day 7
3.3 Hot water washing on microbial elimination

The results from disc agar cultivation revealed that pre-washing condition of sample HW is effective to sterilise the EPFB fibre as no growth is present after the period of cultivation. This outcome is in agreement with other works performed on sterilisation with the similar parameters [5, 6]. This also indicates that the microbe presence on the fibre was not resistant towards higher temperature, therefore introducing high temperature provides an unfavourable condition which the microbe could not sustain themselves [15].

3.4 Chemical antimicrobial washing on microbe elimination

From Table 3 sample SHC-1 and SHC-2 shows microbe growth, which indicate that the parameters for this treatment were ineffective for total eradication of the microbe present on the fibre [14, 24].

Figure 2 shows the microbe colony on day 7 for sample SHC-1. Observing the morphology of microbes’ growth, there was two (2) colonies present that is similar to that of the unwashed samples. Figure 3 shows the microbe colonies on day 7 for sample SHC-2. The colony morphology for the sample SHC-2 solution is totally different from that of the sample N and SHC-1.

As the type of microbe colony is not the scope of study in this research, the results from sample SHC-1 and SHC-2 are only to indicate that washing with 0.1% and 2% NaOCl solution for 2 minutes could eliminate microbes to some extent but not total eradication of microbes on the EPFB fibre surface. The colonies that have microbe growth implies that these colonies are resistance towards this washing parameters and therefore not eliminated [7]. There are also colonies of different morphology to that of the unwashed samples. These colonies may not be absent in the unwashed samples, but due to the overlapping of the colonies growth, it renders the comparison.
Figure 2. Microbe colony for sample SHC-1 on day 7

Figure 3. Microbe colony sample SHC-2 on day 7

Sample SHC-3 and SHC-4, on the other hand, provided total eradication of microbe on the EPFB fibre surface as no indication of microbe growth is recorded after the period of cultivation [14]. Concentration and duration of exposure of antimicrobial agent have a significant impact on the antimicrobial efficiency [7].

The achievement of total eradication for these parameters of NaOCl can be explained via their antimicrobial mechanism. When dissolved in water, NaOCl breaks down into hypochlorous acid (HOCl⁻¹) and further break into hypochlorite ions (OCl⁻¹) along with sodium, hydrogen and hydroxyl ions [25]. The hypochlorite ion, specifically the chlorine is a strong oxidant. It is responsible for the antimicrobial action by inhibiting the microbes’ enzyme metabolism [25]. With longer duration of exposure, the microbes are deprived of the essential needs due to inhibition of their metabolism.
for a prolonged time and eventually die. Upon the increased in NaOCl concentration, the amount of hydroxyl ions increases leading to high pH of the solution, this interferes with the cytoplasmic membrane integrity and later phospholipid degradation (rupture of the cell wall) of the microbes further causing the death of the microbes [25]. This explains why the washing condition in sample SHC-1 and SHC-2 was ineffective because the washing condition of the samples does not provide sufficient exposure time and high enough concentration to eliminate the more resistant microbes.

With the increased in antimicrobial concentration to 5% NaOCl for the same duration of exposure of 2 minutes, total eradication of microbe was achieved. Besides that, increasing the duration of exposure of NaOCl to 5 minutes with concentration of 2%, total eradication of microbe was also achieved. These findings indicate that the concentration and exposure time of antimicrobial agent have a significant contribution to the effectiveness of microbe elimination as established by other works [24, 25].

3.5 Natural antimicrobial washing on microbe elimination

Sample Car-1 and Car-2 shows microbe growth as indicated in

Table 3. As discussed for the antimicrobial of NaOCl, concentration and duration of exposure of antimicrobial agents have significant attributes to their effectiveness. From the agar cultivation, it is deduced that washing with 0.1% and 2% for 2 minutes is not sufficient for total eradication of the microbes on the surface of the fibre. These parameters of washing with carvacrol could not achieve total eradication as some of the microbes is resistant either towards the concentration and duration of exposure of the antimicrobial agent [7].

The sample Car-3 shows colony growth while sample Car-4 did not as indicated in

Table 3. The absent of colony growth on the agar plate for sample Car-4 implies that these parameters of washing were able to achieve total eradication of microbes on the surface of the fibre [26]. The mode of action of carvacrol is inducing disturbance to the cytoplasm membrane and causes leakage of ions from the cell which ultimately leads to the destruction of the microbes. Relating this to the exposure time of carvacrol during washing of fibre, longer duration of exposure would have allowed the disruption of all the microbes on the fibre surface compared to washing for 2 minutes. A minimum time was required to create a concentration gradient across the cell membrane that leads to the leakage of ions, where different cells have a distinctive characteristic of cytoplasm membrane, thus varies in the minimum time required. The exposure time of 2 minutes simply was not sufficient for some of the microbes.

Fibre samples of Ore-1 to Ore-4 are observed to have microbes growth on day 1 indicated in

Table 3. Sample Ore-1 and Ore-2 both have microbe growth, this indicates that washing conditions in Ore-1 and Ore-2 were not effective for total microbe elimination.
It was speculated that the concentration and/or the duration of exposure in Ore-1 and Ore-2 were insufficient [27].

Additionally, conditions of Ore-3 and Ore-4 were investigated to determine the potential of total microbe eradication at higher concentration and longer duration of exposure, but total microbe eradication was not achieved as well. Comparing the antimicrobial efficiency of oregano essential oil with pure carvacrol, carvacrol is at least two to four fold more effective than oregano [12, 28]. This was due to carvacrol compound in oregano essential oil is approximately 25-80% in composition depending on the species of oregano plant as well [10]. The antimicrobial potential of oregano oil highly dependent on the composition of the phenolic compound carvarcol [29]. Other works have characterised that some species of oregano plant exhibit low carvacrol content [29]. Since the plant species of the oregano oil was not specified by the supplier, thus the oregano used in this research was highly speculated to exhibit low carvacrol content which attributes to the poor antimicrobial efficiency. With the establishment that even washing condition of Ore-4 could not provide total eradication of microbe, washing with oregano did not proceed with higher concentration and exposure duration as the minimum use of antimicrobial concentrations as well as minimum washing time were desired.

3.6 Effect of different washing technique on microbe elimination

Dip and spray washing technique were carried out only for HW and SHC which achieve total eradication as tabulated in Table 3 with the exception of sample SHC-3. For sample HW-Dip and HW-Spray, total eradication of microbe was not achieved because of the decrease in exposure time with the dipping and spraying washing technique [13].

As for the NaOCl, only the concentration of 5% was conducted it has already been evidence that sample SHC-2 did not achieve total eradication; where the application of dip and spray washing will provide a duration of exposure less than 2 minutes. Fibre sample SHC-3 Dip and SHC-3 Spray did not bring about total eradication of microbe as well. These findings further support that duration of exposure of antimicrobial agent contributes to the effectiveness in microbe elimination.

From the previous experiment with carvacrol, only fibre samples Car-4 provide total eradication; since dipping and spraying technique attribute to a shorter duration of exposure, no further investigation was executed for carvacrol,

3.7 Effect of pre-washing on biodegradation activity on EPFB fibre

Fourier Transform Infrared Spectroscopy (FTIR) analysis is used to provide qualitative analysis on the biodegradation of lignocellulose of the fibre samples. Qualitative analysis is done by comparing the transmittance value of the fibre samples to its respective reference [30]. Cellulose and hemicellulose are analysed instead of lignin because they are more easily degraded by microbes due to their structure being
weak polysaccharides and microbes utilise the carbohydrates in it to sustain themselves [31]. The FTIR analysis was performed on sample N and samples which gave no colony growth on the disc agar cultivation, this enables the comparison of the biodegradation activities. Degradation degree of the cellulose and hemicellulose of each analysed sample was calculated to provide a quantitative evaluation [30].

Table 4 shows the spectra of sample N at different durations. As degradation becomes more severe, the resulting transmittance gradually increases [30]. From Table 4, the increase in transmittance of the spectra from week 0 to week 4 reveals that there was a reduction of lignocellulose contents due to microbes attack [30]. This finding is in agreement with the microbe elimination analysis as numerous colony growth was observed for sample N. The bands between 1300 and 1380 cm\(^{-1}\) are assigned to the CH bonds, CH\(_2\) bonds and OH bonds of cellulose and hemicellulose; these spectra shows higher transmittance for degraded sample on week 2 and 4 [20]. The presence of degradation of EPFB fibre by microbes have contributed to the foul odour due to the release of malodourous metabolites [32]. After a period of 4 weeks, degradation degree of sample N reaches approximately 28% as tabulated in Table 4.

<table>
<thead>
<tr>
<th>Data</th>
<th>Week 0</th>
<th>Week 2</th>
<th>Week 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmittance (%)</td>
<td>64.1241</td>
<td>66.6347</td>
<td>82.3957</td>
</tr>
<tr>
<td>Δ Transmittance (%)</td>
<td>0.0000</td>
<td>2.5106</td>
<td>17.8759</td>
</tr>
<tr>
<td>Degradation degree (%)</td>
<td>0.0000</td>
<td>3.9152</td>
<td>27.88</td>
</tr>
</tbody>
</table>

Table 5 shows the spectra of sample HW at different duration, the spectra shows that the transmittance is approximately the same for all durations. This indicates that there is very minimal degradation over the period of 4 weeks [30]. This is in alignment with microbe elimination test as no colony was cultivated for fibre sample HW. From Table 5, the degradation degree of sample HW is only at a minimal value of 4.8965%.

<table>
<thead>
<tr>
<th>Data</th>
<th>Week 0</th>
<th>Week 2</th>
<th>Week 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmittance (%)</td>
<td>81.2619</td>
<td>84.9535</td>
<td>85.2409</td>
</tr>
<tr>
<td>Δ Transmittance (%)</td>
<td>0</td>
<td>3.6916</td>
<td>3.979</td>
</tr>
<tr>
<td>Degradation degree (%)</td>
<td>0</td>
<td>4.5428</td>
<td>4.8965</td>
</tr>
</tbody>
</table>

Table 6 shows the spectra of sample SHC-4 at different duration. Analysis of the results shows that transmittance is approximately the same for all durations. This indicates that the biodegradation activity over the period of 4 weeks is very minimal [30]. Degradation degree of sample SHC-4 after 4 weeks is approximately 4% as indicated in Table 6. This result was in agreement with the microbe elimination analysis for sample SHC-4 as well.

<table>
<thead>
<tr>
<th>Data</th>
<th>Week 0</th>
<th>Week 2</th>
<th>Week 4</th>
</tr>
</thead>
</table>
Another sample which achieved total eradication was sample Car-4. Table 7 shows the spectra of sample Car-4 experienced a slight increase in transmittance over the 4 week duration. This trend of the spectra implies that there are some extent of biodegradation activity on the fibre sample [30]. Table 7 tabulated the degradation degree of sample Car-4 with a value of 8.95%. The small percentage of degradation from samples HW, SHC-4 and Car-4 is attributed from non-biological parameters such as humidity and solar radiations [33].

Table 7. Degradation degree of sample Car-4 after 4 weeks

<table>
<thead>
<tr>
<th>Data</th>
<th>Week 0</th>
<th>Week 2</th>
<th>Week 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmittance (%)</td>
<td>73.5425</td>
<td>75.8742</td>
<td>80.1225</td>
</tr>
<tr>
<td>Δ Transmittance (%)</td>
<td>0</td>
<td>2.3317</td>
<td>6.58</td>
</tr>
<tr>
<td>Degradation degree (%)</td>
<td>0</td>
<td>3.1705</td>
<td>8.95</td>
</tr>
</tbody>
</table>

3.8 Odour of EPFB fibre after pre-washing

Odour survey was performed to acquire the resulting odour of the EPFB fibre samples. Figure 4 illustrate the statistic of the odour survey. Analysis on the statistic shows that over 80% of the candidates rated sample N unpleasant and higher. This is expected since the microbe elimination analysis shows abundant colony growth as well as high biodegradation activity obtained by FTIR analysis. Odour survey was also performed for the processed fibre, which is the end product from the EPFB fibre production factory. More than 70% rated the processed fibre to have an unpleasant odour and higher, additionally, remarks given by candidates was the presence of sourish (rancid) smell from the processed fibre.

The washed fibre samples of HW, SHC-2, SHC-4, Car-2 and Car-4 all have achieved the aim of the project which was to suppress the odour of the of the EPFB fibre. Sample HW received the most positive rating with approximately 50% rated it no odour and another 40% rated it pleasant. The odour ratings for sample SHC-2 and SHC-4 shows much similarity which more than 30% have rated no odour and approximately 50% have rated pleasant for both samples.

About 20% of the candidate rated sample Car-2 to have no odour and approximately 45% rated it to have a pleasant odour. For sample Car-4, 25% rated it no odour and 35% rated it pleasant, but a higher percentage of 40% rated it unpleasant and higher. A common conception provided by the candidates regarding the odour for Car-2 and Car-4 was that they were unfamiliar with the odour and thus leading some of them to rate it unpleasant and higher.

Based on the odour survey results, the best washing condition for odour suppression of EPFB fibre is pre-washing with NaOCl, the SHC-2 and SHC-4. NaOCl is a common antimicrobial agent used in disinfectants and sterilisation [7], thus, it is cheap and easy to acquire. Although both sample SHC-2 and SHC-4 received almost
similar odour ratings, implementing pre-washing with condition SHC-4 is much preferable as it achieved total eradication of microbe as shown in Error! Reference source not found.. Despite the fact that pre-washing with hot water provided a more satisfactory odour ratings, the complexity and energy requirement for implementation would be its disadvantage.

Relating the results acquired from microbe elimination analysis, FTIR analysis and the odour survey, they all have shown appropriate alignment. Microbes have contributed to the pungent odour of the EPFB fibre due to the release of volatile malodorous compounds during the biodegradation activities on the biomass as evident by sample N [4, 32]. The elimination of microbes on the EPFB fibre have minimised the biodegradation activities which ultimately suppressed the EPFB fibre pungent odour by preventing the formation of the malodorous compounds. The research question in section 1.2 was answered where pre-washing with HW, SHC-2, SHC-4, Car-2 and Car-4 have suppressed the odour of EPFB fibre to a tolerable level.

![Odour survey bar chart](image)

**Figure 4. Odour survey bar chart**

### 3. Conclusion

The results have demonstrated that application of pre-washing was able to suppress the odour of EPFB fibre. Microbe elimination analysis displayed that through pre-washing of EPFB fibre, microbe on the fibre surface was reduced while some achieved total eradication. Spectra obtained from FTIR analysis have demonstrated that samples which achieved total eradication of microbe show minimal biodegradation activity compared to the unwashed fibre. Lastly, statistics from odour survey shows appropriate alignment with both the microbe elimination and FTIR analysis where the
elimination of microbe yielded minimal biodegradation activity and thus contributed to the suppression of the odour.

Reference

[7] F. Dazzo, “MMG 301 Dr. Frank Dazzo Control of Microbial Growth: Chemical Antimicrobials Many factors influence the effectiveness of an antimicrobial agent: • microbial population size • microbial population and community composition • microbial encasement within,” 2015.


Investigation on Treatment Technique to Reduce the Odour of the Empty Palm Fruit Bunch (EPFB) Fibre

Sie Kiong, Ang¹, Xiao Yien, Lim²*, Ren Yu, Teh³

¹ School of Engineering, Taylor’s University, Malaysia
² School of Engineering, Taylor’s University, Malaysia
³ Furniu Fibre Sdn Bhd, Malaysia

* XiaoYien.Lim@taylors.edu.my

Abstract
Empty palm fruit bunch (EPFB) fibre being hydrophilic in nature absorbed much of the atmospheric moisture which provided a favourable environment for the entry of microbes that gradually biodegrade the fibre and hydrolysed its residual oil in the process. Biodegradation of the fibre led to the emission of unpleasant odour restricted the marketing potential of the EPFB fibre for the production of value-added products. The hemicellulose in this lignocellulosic biomass contributed to the majority of its hydrophilicity. In this novel study, the EPFB fibre is treated chemically and thermally to lower the amount of the hemicellulose in order to reduce the moisture content of the biomass. The lower moisture around the fibre could minimise the biomass degradation in the effort to reduce its inherent odour. The EPFB fibre is treated chemically with dilute acid and alkali in a one-step and two-step process with H₂SO₄ and NaOH at elevated temperature. Whereas thermal treatment was performed by torrefaction at 200 and 260°C. From the experiment, both chemical and thermal treated resulted in the removal of hemicellulose and also reduce the moisture content of the EPFB fibre. Out of all treatment techniques, the two-step treatment with 4% w/v NaOH followed by 4% v/v H₂SO₄ sequence resulted in the highest removal of hemicellulose which also received the most satisfactory odour performance from the odour survey panel with the Net Promoter Score (NPS) of 70%. Resting on these results, the removal of hemicellulose have managed to lower the moisture content and bring about the odour reduction of the EPFB fibre.

Keywords: EPFB fibre, Odour, Hemicellulose, Dilute alkali/acid treatment, Torrefaction.
1. Introduction

Malaysia with its abundant of oil palm plantation is one of the leading palm oil exporter of the global oils and fats market [1]. When the oils are extracted from the oil palm fruit, abundant of lignocellulose solid biomass waste are generated, which included the kernel shell, mesocarp fibre and empty palm fruit bunch (EPFB). In this research, the area of interest focused on the EPFB waste. The biomass waste generated is four times of the amount of oil processed in the mill, and one-third of these waste is solely EPFB [2]. With the ever increasing demand of the global palm oil, even larger amount EPFB waste is generated which amounted to about 17.4 million tonne annually [3]. EPFB itself generally has a low commercial value which is either disposed into landfill or burned for steam generation at the mill. This is not a sustainable solution to handle the EPFB waste in the long run because burning large amount of this waste contributed to the ever increasing air pollution and dumping the EPFB into a landfill will only contribute more to the existing waste management issues.

On the other hand, EPFB has been utilised in the form of EPFB fibre for the production of value-added products such as fibreboard, cushion, mattress and composite materials. Utilising the EPFB waste in this manner have provided a positive impact on the economic and environmental aspects. In the aspects of economics, the disposal cost of the EPFB waste can be reduced which at the same time giving rise to the commercial value of EPFB. In terms of environmental aspects, reduced burning of this biomass can lower the contamination of the environment, plus the waste management of the EPFB waste can also be eased.

However, the presence of high atmospheric moisture has subjected the EPFB fibre to biodegradation over a period of time which resulted in the unpleasant odour of the fibre [4]. The high moisture on the EPFB fibre provided a favourable living environment for the entry of microbes, where they began to degrade and weaken the fibre. Additionally, microbial action will also degrade the residual oil found in the EPFB fibre as well, which is by enzymatic hydrolysis of the long-chained fatty acid into shorter-chained free fatty acid that is unpleasant in odour [5, 6]. This rendered the potential of EPFB fibre for the production of value-added products. Hence, the challenge encountered when utilising EPFB fibre as feedstock is to investigate the methods to reduce the unpleasant odour, which brought about the scope of this research.

Due to the high atmospheric moisture, the moisture content of the EPFB fibre can amount to as high as 50% of its dry weight [7]. Adding to this, the hydrophilicity of the EPFB fibre arises from the moisture absorbing tendency of the lignocellulosic biomass [4, 8]. With that said, EPFB fibre has a general lignocellulose composition of 40-50% cellulose, 20-30% hemicellulose and 20-30% lignin [9]. Among these three major components of the lignocellulose, hemicellulose developed the most hydrophilic behaviour that contributed to most of the atmospheric moisture absorption of the EPFB fibre [9]. Thus, it is hypothesised in this research that lowering the moisture content from the removal of hemicellulose could lead to the odour reduction of EPFB fibre, as the lower hemicellulose fraction would impart a more hydrophobic EPFB fibre.

Hemicellulose removal from lignocellulose biomass can be achieved through physical, chemical and thermal treatment. In this research, chemical and thermal treatment is the targeted area of study because physical treatment led to the change in
the size of the fibre which is not desired to be utilised for manufacturing value-added products.

For chemical treatment, acid and alkali such as dilute H₂SO₄ and NaOH treatment are the more effective and extensively used reagent for lignocellulose biomass treatment to extract the hemicellulose under elevated temperature [10–14]. In the acid treatment of the biomass, the hydrogen ions from the acid breakdown the forces of attraction between the lignocellulose components, where the main target are to solubilise and release the hemicellulose under the elevated temperature [11, 13, 15]. As for alkali treatment, it destroys the ester bonds between lignin and hemicellulose through hydrolysis of the bond, which is the α-ether link [11, 16]. Besides that, further investigation has also been conducted on evaluating the effect of combined dilute acid and alkali treatment. The study showed that treatment sequence with alkali followed by acid gives better hemicellulose removal than the treatment sequence of acid followed by alkali. This suggested that alkali should be the primary effector in the combined treatment to improve the hemicellulose extraction process [11, 13].

As for thermal treatment, torrefaction is a mild pyrolysis process where the biomass is heated in an inert atmosphere between 200-300°C, where this condition degrades majority of the hemicellulose without having a large impact on the cellulose and lignin in the EPFB fibre [17, 18]. Chen and Kuo have also narrowed out that torrefaction carried out between 240-260°C is the most suitable range for high amount of hemicellulose removal from EPFB fibre [17, 18]. With the removal of hemicellulose through these treatments, the moisture content of the fibre could be lowered, where the biodegradation could be prevented or minimised for the odour reduction [4].

Thus, in this study, a comparison of the odour reduction of the EPFB fibre was carried out between the chemical and heat treatment. Furthermore, a comprehensive discussion on the effect of different treatment of the EPFB fibre in relating to the moisture content after the removal of hemicellulose was also presented.

2. Methods

2.1 Collection of EPFB Fibre

The untreated EPFB (UF) samples were collected as loose fibres from Furniu Fibre Sdn Bhd., Ipoh, Perak, Malaysia after the screening stage where the desired long fibres are separated from the shorter fibres and dirt particles. These fibres average length is between 50-150 mm. The processed EPFB (PF) fibres are the end product from Furniu Fibre’s production line. Both fibre samples are delivered fresh from the day of production. Sample PF was also collected from Furniu Fibre Sdn Bhd in this research for analytical comparison with the treated EPFB fibres. Sample PF was also used to as a reference sample to evaluate if the treatment could reduce the odour of the EPFB fibre.

2.2 One-Step NaOH and H₂SO₄ Treatment

The EPFB fibre samples are weighted to 10 g using an electronic balance and are pre-washed with distilled water to rinse off the dirt and sand from the surface of the
fibre. The one-step chemical treatment using NaOH and H\textsubscript{2}SO\textsubscript{4} incorporated the work of Si et al. [13], Ying et al. [12] and Kim et al. [10] with some modifications.

For the NaOH treatment, the EPFB fibre is treated with NaOH at concentrations of 0.5, 2 and 4\% w/v (weight/volume = g/ml) respectively with liquid to solid ratio of 5:1 for an hour at 120° C. The treatment was conducted at atmospheric condition using a hot plate. For the H\textsubscript{2}SO\textsubscript{4} treatment, the EPFB fibre is treated with H\textsubscript{2}SO\textsubscript{4} at concentrations of 2, 4 and 8\% v/v (volume/volume) respectively with liquid to solid ratio of 5:1 for an hour at 120° C.

All the EPFB fibre-solution mixtures are filtered. The NaOH and H\textsubscript{2}SO\textsubscript{4} treated EPFB fibre samples are collected and washed with distilled water until neutral condition before drying in the oven (Memmert U75) overnight at 105° C. The dried treated EPFB fibre samples were stored further analysis. The liquid effluent NaOH and H\textsubscript{2}SO\textsubscript{4} was stored for HPLC analysis. Each experiment is performed in duplicates.

2.3 Two-Step Treatment with NaOH and H\textsubscript{2}SO\textsubscript{4}

The two-step treatment using alkali and acid follows the work of Si et al. [13], Ying et al. [12] and Kim et al. [10] with some modifications. For the two-step treatment, the EPFB fibre is treated with 4\% w/v NaOH followed by 4\% v/v H\textsubscript{2}SO\textsubscript{4} as well as the opposite sequence of 4\% v/v H\textsubscript{2}SO\textsubscript{4} followed by 4\% w/v NaOH.

The two-step treatment was carried out with the similar condition as described in Section 2.2, which is the one-step treatment above. The samples treated from the first step was washed thoroughly until neutral condition to minimise the reaction between the NaOH and H\textsubscript{2}SO\textsubscript{4} during the second step treatment. After the second step treatment, the EPFB fibre samples are collected and washed with distilled water until neutral condition before drying in the oven (Memmert U75) overnight at 105° C. The dried treated EPFB fibre samples were stored further analysis. The liquid effluent from the second step treatment was stored for HPLC analysis. Each experiment was performed in duplicates.

2.4 Torrefaction

The torrefaction of the EPFB fibre sample was performed using the horizontal tube furnace (Carbolite HST 12/400). 10 g of the EPFB fibre was placed in a crucible before inserting it into the middle of the horizontal tube. Nitrogen with a flowrate of 0.6 L/min was used during the torrefaction. The torrefaction temperatures were set at 200° C and 260° C respectively with a heating rate of 10° C/min and residence time of 30 minutes. The samples were stored for further analysis. Each experiment was performed in duplicates.

2.5 Sample Identification

All the EPFB fibre samples from the treatment described above in Section 2.2 to 2.4 was assigned with their respective identification (ID) as tabulated in Table 1. The assigned ID is used to represent the respective sample from this point onwards in this paper.
Table 1. Sample identification of EPFB fibre

<table>
<thead>
<tr>
<th>Treatment method</th>
<th>Sample ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untreated EPFB fibre</td>
<td>UF</td>
</tr>
<tr>
<td>Processed EPFB fibre</td>
<td>PF</td>
</tr>
<tr>
<td>One-step NaOH treatment</td>
<td>ALK 1</td>
</tr>
<tr>
<td>0.5% NaOH</td>
<td>ALK 1</td>
</tr>
<tr>
<td>2% NaOH</td>
<td>ALK 2</td>
</tr>
<tr>
<td>4% NaOH</td>
<td>ALK 3</td>
</tr>
<tr>
<td>One-step H$_2$SO$_4$ treatment</td>
<td>ACD 1</td>
</tr>
<tr>
<td>2% H$_2$SO$_4$</td>
<td>ACD 1</td>
</tr>
<tr>
<td>4% H$_2$SO$_4$</td>
<td>ACD 2</td>
</tr>
<tr>
<td>8% H$_2$SO$_4$</td>
<td>ACD 3</td>
</tr>
<tr>
<td>Two-step NaOH and H$_2$SO$_4$ treatment</td>
<td>ACD/ALK</td>
</tr>
<tr>
<td>4% H$_2$SO$_4$ followed by 4% NaOH</td>
<td>ACD/ALK</td>
</tr>
<tr>
<td>4% NaOH followed by 4% H$_2$SO$_4$</td>
<td>ALK/ACD</td>
</tr>
<tr>
<td>Heat treatment with torrefaction</td>
<td>TF 1</td>
</tr>
<tr>
<td>200°C</td>
<td>TF 1</td>
</tr>
<tr>
<td>260°C</td>
<td>TF 2</td>
</tr>
</tbody>
</table>

2.6 Moisture Analysis

The moisture content of EPFB fibre samples was measured using the moisture analyser (Precisa XM50). About 0.5 g of EPFB fibre samples from each treatment are subjected to the moisture analysis. The moisture content is measured in terms of percentage moisture. The drying temperature of the analyser was set at 105°C to remove the free and trapped moisture from the samples until the sample weight is constant.

2.7 FTIR Analysis

The FTIR spectra (transmittance, %T) of all the EPFB fibre samples was recorded on FTIR spectrometer (Perkin Elmer Spectrum 100) based on attenuated total reflectance (ATR). Each spectrum was measured over the range of 4000 to 650 cm$^{-1}$ with 16 ATR scans and resolution of 4 cm$^{-1}$. The spectra were baseline corrected and the transmittance was normalised from 0 to 100%.

2.8 HPLC Analysis

The liquid effluent extracted from the one-step and two-step chemical treatment was analysed using HPLC to determine the xylose. HPLC-grade D-xylose was used as the standard to measure the concentration of hemicellulose in the liquid effluent [12]. The HPLC system (Agilent 1220 infinity LC) was equipped with Hi-Plex H column (7.7 × 300 nm, 8µm) and refractive index detector (55°C). 0.005 M H$_2$SO$_4$ was used as mobile phase with the flow rate of 0.7 ml/min under isocratic conditions. The temperature and pressure of the column were 60°C and 46 bars respectively. Prior to injection, the chemical solutions were filtered with 0.2 µm syringe. Next, 20 µl of sample was loaded for analysis with a runtime of 15 minutes [12]. Standard curves were generated for D-xylose (99% purity) with $R^2$ value of 0.99. Under these operating conditions, xylose was detected at retention time of 8.86 minutes.
2.9 Odour Survey of Treated EPFB Fibre

The purpose of this survey is to determine which treatment techniques provided better odour reduction on the EPFB fibres. The odour level of the treated samples was graded by a panel of 30 pax that consist of random students and staff from Taylor’s University, project supervisor and the industrial collaborator of this research. Random panel is involved to avoid any means of biassed opinion. The odour of the EPFB fibres was compared and graded through a survey form. The odour level was classified from scale 0 to 4 (see Table 2). The scale of 0 indicates no odour while 4 indicating very unpleasant.

There are 5 samples in total that were presented to the panel for odour grading, only the best sample (based on FTIR and HPLC analysis) from one-step and two-step chemical treatment (ALK 3, ACD 2 and ALK/ACD) was presented for the odour evaluation besides sample UF and PF.

During odour grading, all EPFB fibre samples presented to the panel was labelled as arbitrary sample with assigned identification (ID) to avoid any prejudice opinion, only the author knows the identity of the samples. The odour testing followed some basic guidelines from St. Croix Sensory, Inc., especially for the panel [19]. From this odour survey, a Net Promoter Score (NPS) analysis was used to identify the treatment technique that gives the most satisfactory odour level of the EPFB fibre samples.

Table 2. Classification of odour level of EPFB fibre

<table>
<thead>
<tr>
<th>Scale</th>
<th>Odour level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No odour</td>
</tr>
<tr>
<td>1</td>
<td>Pleasant</td>
</tr>
<tr>
<td>2</td>
<td>Slightly unpleasant</td>
</tr>
<tr>
<td>3</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>4</td>
<td>Very unpleasant</td>
</tr>
</tbody>
</table>

3. Results and Discussion

3.1 Effect of Treatment Techniques on Moisture Content

The moisture content of the EPFB fibre samples is as tabulated in Table 3. The purpose of conducting the moisture analysis is to evaluate the moisture content of the treated fibre after the chemical and heat treatment.

Based on the results in Table 3, it was clearly shown that both chemical and heat treatment managed to reduce the moisture content of the EPFB fibre compared to the sample PF. It is believed that the removal of the hemicellulose from the chemical and heat treatment could have contributed to the lower moisture content of the treated samples.

For the treatment with NaOH, sample ALK 3 have the lowest moisture content, but no result trends can be observed for increasing NaOH concentrations from ALK 1 to 3. As for the treatment with H2SO4, a result trend can be observed where increasing
H₂SO₄ concentration from sample ACD 1 to 3 are seen to gradually reduce the moisture content of the treated EPFB fibres. Between the two-step treated samples, sample ALK/ACD have lower moisture content than ACD/ALK. For the case of torrefaction, higher treatment temperature (sample TF 2) showed lower moisture content of the EPFB fibre. The results of this analysis demonstrated that these treatments managed to reduce the moisture content of the treated EPFB fibres.

Between the one-step chemical treatments, the H₂SO₄ treated samples showed lower moisture content compared to the NaOH treated samples. Based on this observation, it was speculated that the acid treatment would have remove higher amount of hemicellulose since the working mechanism of the acid in the treatment is mainly to solubilise the hemicellulose compared to that of an alkaline treatment [11].

Table 3. Moisture content of EPFB fibre samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Moisture content (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UF</td>
<td>39.96</td>
</tr>
<tr>
<td>PF</td>
<td>18.99</td>
</tr>
<tr>
<td>ALK1</td>
<td>12.47</td>
</tr>
<tr>
<td>ALK2</td>
<td>13.18</td>
</tr>
<tr>
<td>ALK3</td>
<td>10.87</td>
</tr>
<tr>
<td>ACD1</td>
<td>12.51</td>
</tr>
<tr>
<td>ACD2</td>
<td>10.45</td>
</tr>
<tr>
<td>ACD3</td>
<td>7.31</td>
</tr>
<tr>
<td>ACD/ALK</td>
<td>10.59</td>
</tr>
<tr>
<td>ALK/ACD</td>
<td>8.60</td>
</tr>
<tr>
<td>TF1</td>
<td>13.63</td>
</tr>
<tr>
<td>TF2</td>
<td>10.69</td>
</tr>
</tbody>
</table>

3.2 Effect of Treatment Techniques on the EPFB Fibre Structure

The structural changes of the EPFB fibres were compared and analysed based on the ATR-FTIR spectra of the all the EPFB fibre samples. The FTIR spectra for all the treatments including sample PF are subtracted with the FTIR spectra of sample UF. The positive value for the Δ%T implied that the transmittance of that particular sample is higher than sample UF, which means the stretching of the bond is lower than that of sample UF. The four zones of wavelengths (band positions) that are of interest in this research are as tabulated in Table 4. The interpretation of the bond stretching as shown in Table 4 is well-studied by various researchers for lignocellulosic biomass [20–23].

Table 4. FTIR absorption wavelengths and bond stretching

<table>
<thead>
<tr>
<th>Wavelengths (cm⁻¹)</th>
<th>Zone</th>
<th>Bond stretching</th>
<th>Functional group name</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3600 – 3100</td>
<td>A</td>
<td>O-H</td>
<td>Phenols, Alcohols</td>
<td>Intermolecular and intramolecular OH bonds in cellulose, OH vibration in cellulose, hemicellulose and lignin.</td>
</tr>
</tbody>
</table>
Figure 1 represents the FTIR spectra for NaOH treatment on the EPFB fibre. It can be seen in Figure 1 that sample ALK 1 to ALK 3 yielded positive value of Δ%T in Zone A showed that the O-H stretching is lower than sample UF. This confirmed the removal of hemicellulose, cellulose and lignin since all three components have the common OH group in its structure [23, 24]. It can also be seen in Figure 1 that PF samples also have a small degree of lignocellulose removal in Zone A. By comparing the effect of the NaOH concentration on Zone A, it appeared that sample ALK 1 has higher removal of the OH groups compared to sample ALK 2 and 3.

Moving on to Zone B which represents the hydrocarbon stretching, it can be observed in Figure 1 that NaOH treatment have increased intensity of the C-H stretching peak as seen by the negative Δ%T, suggesting that the amount of C-H bonds is higher after the treatment even though the reaction of the alkali on the lignocellulose would also affect the C-H bonding in the EPFB fibre. A similar observation on the C-H stretching was also seen on the NaOH treated sisal fibre, where the hydrocarbon chains (polysaccharides) are broken into shorter chains that could contribute to an increased in C-H vibration during the FTIR analysis [20, 25, 26]. Another possible explanation can also be due to the loss of amorphous structure (such as hemicellulose) from the treatment that increases the crystallinity fraction (higher cellulose fraction) of the fibre which resulted in denser C-H stretching [27].

Zone C and D mainly reflects on the ester bond that holds the hemicellulose and lignin which is the α-ether link [11]. This two zone also represent the C-O and C=O stretching in cellulose, hemicellulose and lignin. Based on Figure 1, it was shown that sample ALK 3 has the least C-O or C=O vibration indicated by the overall positive Δ%T at Zone C and D compared to sample ALK 1 and 2. Sample ALK 2 also showed positive Δ%T towards the end of Zone D, but nevertheless, sample ALK 3 still showed dominating results of C=O or C=O bond removal across Zone C and D. This provided a qualitative indication that the 4% NaOH treatment was able to remove more hemicellulose and cellulose than the lower NaOH concentrations [20]. In both Zone C and D, a result trend can be observed that increasing the concentration of NaOH lead to the higher removal of hemicellulose and cellulose in the EPFB fibre.

Based on the FTIR analysis of one-step NaOH treatment on the EPFB fibres, spectra at different zones provided trends that do not display uniform pattern whereby no similar Δ%T trend can be observed across each zone for increasing NaOH.
concentrations. However, by overall consideration across all the four zones of FTIR spectra, it was observed that sample ALK 3 has the most hemicellulose removal for the one-step NaOH treatment, so the 4% NaOH concentration would be the best one-step alkali treatment for this research.

Figure 1. FTIR spectra difference between sample UF and NaOH treated samples

Figure 2 showed the FTIR spectra for the H$_2$SO$_4$ treatment on the EPFB fibre. When comparing between Figure 1 and 2, the shape of the FTIR spectra for H$_2$SO$_4$ treated samples have uniform pattern across all the zones, unlike the NaOH treated samples that have a rather random pattern when analysing from one zone to the other.

For the H$_2$SO$_4$ treatment, a clear difference can be seen for the O-H stretching in Zone A compared to NaOH treatment as the concentration of the acid increases. Based solely on Zone A, it was shown that increasing the concentration of the H$_2$SO$_4$ from sample ACD 1 to 2 resulted in an increase in the Δ%T for the O-H stretching. However, increasing the concentration of H$_2$SO$_4$ beyond that of sample ACD 2 causes diminishing results in terms of the removal of OH group in the EPFB fibre. So with Δ%T of sample ACD 2 being the most positive among the acid treatment samples, it indicated the highest removal of cellulose and hemicellulose when focused on Zone A [24]. As for Zone B, the similar observation as NaOH treatment can also be seen for H$_2$SO$_4$ treatment where the intensity of C-H stretching seems to also be higher after the acid treatment (see Figure 2) with the same reason as discussed previously for NaOH treatment.

In Zone C of Figure 2, the negative Δ%T for the spectra of the H$_2$SO$_4$ treated samples representing that the acid has no effect at this zone where it mostly represents the ester bonds in the lignocellulose. However, the working mechanism of the acid
treatment is not to destroy the ester bonds, but is to solubilise the hemicellulose [11]. And with that said, it can be seen that there are positive Δ%T in Zone D which indicate the removal of hemicellulose and cellulose [20]. In this zone, it can be observed that the peak of the Δ%T for sample ACD 1 and 2 are very similar implying that both 2 and 4% H₂SO₄ treatment have the comparable effect on the C-O or C-O-C of the EPFB fibre.

In terms of the effect of H₂SO₄ concentration on the treatment of the EPFB fibre, a uniform pattern of the spectra can be seen across all the zones where increasing the acid concentration from 2 to 4% improved the hemicellulose and cellulose removal but further increment to 8% lead to diminishing effect. By evaluating mainly Zone A and D between each sample, it can be observed that ACD 2 has most hemicellulose removal, implying that the 4% H₂SO₄ concentration is the best for the one-step H₂SO₄ treatment in this research.

![Figure 2. FTIR spectra difference between sample UF and H₂SO₄ treated samples](image)

Figure 2. FTIR spectra difference between sample UF and H₂SO₄ treated samples

In Figure 3, the positive Δ%T for the O-H stretching in Zone A for both sample ALK/ACD and ACD/ALK indicated removal of cellulose and hemicellulose from the combined treatment [24]. For Zone B, the results differ from the spectra of the one-step treatment and whereby there shown to have reduction of the C-H stretching when two-step treatment was applied. In Zone C and D, the ester linkage between the hemicellulose and lignin more heavily affected as compared to the one-step treatment, and at the same time also displaying the removal of hemicellulose and cellulose.

Based on Figure 3, the spectra for both ALK/ACD and ACD/ALK sample have a similar pattern, but the overall Δ%T for sample ALK/ACD is much higher than ACD/ALK when moving across all four zones. This results also verified the proposal
from Palamae et al. that NaOH should be the primary effector to improve the extraction process [11]. This is because the NaOH will not only destroy the ester link between the lignocellulose components but also causes the EPFB fibre to swell and enhance the entry of the subsequent H₂SO₄ treatment for the sample ALK/ACD where the hemicellulose can be hydrolysed more effectively [11].

Figure 3. FTIR spectra difference between sample UF and two-step NaOH and H₂SO₄ treated samples

As for torrefaction in Figure 4, the elevated temperature causes the decomposition of the lignocellulose where hemicellulose degrade in between 200 to 300°C [17]. The O-H stretching peak for sample TF 2 yielded positive Δ%T in Zone A of Figure 4 which confirmed the hemicellulose removal at 260°C. The C-H stretching at Zone B for the torrefied samples also have the similar observation again as the one-step chemical treatment. As for Zone C, the negative Δ%T can be observed for both sample TF 1 and 2. It implied that perhaps torrefaction at temperatures of 200 and 260°C did not degrade the ester bonds of the lignocellulose. While in Zone D, positive Δ%T for sample TF 1 and TF 2 confirmed the removal of hemicellulose. However, it can be seen that the peak for sample TF 1 is more positive than TF 2 in this zone. Based on the observation from Zone A and D, sample TF 2 have the most hemicellulose removal, showing that higher torrefaction temperature of 260°C can degrade greater amount of hemicellulose than at 200°C [18].
3.3 Effect of Hemicellulose Extractions from Chemical Treatment

The concentration of hemicellulose extracted was measured based on the HPLC analysis which is represented by the concentration of D-xylose detected in the liquid effluent from the chemical treatment. Table 5 shows the effect of the chemical treatment on the extraction of hemicellulose from the EPFB fibre.

Table 5. Effect of chemical treatment on the hemicellulose extraction

<table>
<thead>
<tr>
<th>Type of treatment</th>
<th>Liquor sample</th>
<th>Xylose concentration (mg/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-step NaOH</td>
<td>ALK 1</td>
<td>$8 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>ALK 2</td>
<td>$14 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>ALK 3</td>
<td>$8 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>ACD 1</td>
<td>$26 \times 10^{-3}$</td>
</tr>
<tr>
<td>One-step H$_2$SO$_2$</td>
<td>ACD 2</td>
<td>$32 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>ACD 3</td>
<td>$30 \times 10^{-3}$</td>
</tr>
<tr>
<td>Two-step NaOH and H$_2$SO$_4$</td>
<td>ACD/ALK</td>
<td>$40 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>ALK/ACD</td>
<td>$87 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

The result from HPLC analysis showed that ALK 3 has the greatest removal of hemicellulose for the alkali treatment, which also supported by the similar observation made from the FTIR analysis at Section 3.2. In the one-step NaOH treatment, the concentration of hemicellulose extracted from the EPFB fibre increases with increasing concentration of NaOH from sample ALK 1 to ALK 3 which suggest that increasing NaOH concentration improved the removal of hemicellulose from the fibre. A similar trend of result can also be compared to the NaOH treatment for another lignocellulose biomass, *Miscanthus* species [13].
As for the one-step H$_2$SO$_4$ treatment, the concentration of hemicellulose extracted from the EPFB fibre increases from sample ACD 1 to ACD 2, but further increase in H$_2$SO$_4$ concentration from ACD 2 to ACD 3 showed a decline in extraction performance of the hemicellulose from the biomass. This result was supported by the work of Si et. al. where they investigated on acid and alkali treatments on the *Miscanthus* species [13]. In their investigation, they have also observed that there is an optimum concentration for acid treatment of the biomass. In this analysis, sample ACD 2 showed the greatest hemicellulose removal between the acid treated samples, which also strengthen by the similar observation from the FTIR analysis.

Under the one-step NaOH and H$_2$SO$_4$ treatment, it was shown that hemicellulose can be extracted more readily under the acid medium than alkaline medium at elevated temperature. A similar observation can also be seen in the work of Ying et. al. [12]. This phenomenon is because the mechanism of the acid in the treatment is mainly to solubilise the hemicellulose fraction in the biomass as opposed to the alkali that destroys the ester bond that holds the components of the lignocellulose [11].

The combined acid and alkali treatment showed remarkable improvement in the hemicellulose extraction. In two-step treatment with NaOH and H$_2$SO$_4$, the hemicellulose extraction for sample ALK/ACD suppresses that of sample ACD/ALK. This has once again proven the results of the FTIR analysis that having alkali as the primary step in the combined treatment should be the treatment sequence for improving the hemicellulose extraction from the EPFB fibre.

### 3.4 Odour Survey Analysis from EPFB Fibre Treatments

Based on the odour survey, the chemically treated EPFB samples have shown to possess odour improvement compared to sample PF from the present EPFB fibre production process. Both the one-step and two-step chemical treatment on the EPFB fibre received good odour level score whereby majority of the panel classified these samples being either pleasant or no odour. Net Promoter Score (NPS) method is implemented to determine the extent of odour satisfaction from the panel.

Table 6 tabulated the NPS for the five samples presented to the panel for odour testing throughout the three batches of survey. The NPS is calculated based on the difference between the % promoters and % detractors. The % promoters and % detractors are classified based on the odour level of the EPFB fibre as indicated in Table 2 of Section 2.9. All the treated sample (ALK 3, ACD 2 and ALK/ACD) received positive NPS above 50% showing that majority of the panel are satisfied with the odour of the treated EPFB fibre. In this statistical analysis, sample ALK/ACD received the highest NPS mainly because majority of the panel identified that this sample has no odour.

The NPS of the chemically treated EPFB fibre are in the order of ALK 3 < ACD 2 < ALK/ACD. Having said that, the concentration of hemicellulose removal are also in the order of ALK 3 < ACD 2 < ALK/ACD. Hence, these results showed that increasing the removal of hemicellulose have managed to contribute to the odour improvement of the EPFB fibre.
Table 6. Odour satisfaction of treated EPFB fibres based on NPS analysis

<table>
<thead>
<tr>
<th>Sample</th>
<th>% Promoters (A)</th>
<th>% Passives (B)</th>
<th>% Detractors (C)</th>
<th>NPS = A - C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Odour level 0-1</td>
<td>Odour level 2</td>
<td>Odour level 3-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UF</td>
<td>13</td>
<td>20</td>
<td>67</td>
<td>- 54 %</td>
</tr>
<tr>
<td>PF</td>
<td>17</td>
<td>23</td>
<td>60</td>
<td>- 43 %</td>
</tr>
<tr>
<td>ALK 3</td>
<td>70</td>
<td>13</td>
<td>17</td>
<td>+ 53 %</td>
</tr>
<tr>
<td>ACD 2</td>
<td>60</td>
<td>13</td>
<td>3</td>
<td>+ 57 %</td>
</tr>
<tr>
<td>ALK/ACD</td>
<td>77</td>
<td>17</td>
<td>7</td>
<td>+ 70 %</td>
</tr>
</tbody>
</table>

4. Conclusions

Based on the outcomes of this research, the EPFB fibre has exhibited better odour with the removal of hemicellulose. Resting on the results from FTIR and HPLC, higher removal of hemicellulose have seemed to be able to provide higher NPS for the EPFB fibre. Besides that, the removal of hemicellulose from the treatment have also shown a reduction in moisture content in the fibre. Taken all together, the lower moisture content of the EPFB fibre from the hemicellulose removal have shown to exhibit odour improvement from the current processed EPFB fibre. Thus, this satisfied the proposed hypothesis of the research.
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Abstract

*Labisia Pumila* or commonly named Kacip Fatimah is well known for the ease of childbirth and for its postpartum rejuvenating properties. Its compound contains great photochemical constituents which results into a higher antioxidant and medicinal value. In this study, dried plant extracts were being extracted with ethanol at different time and temperature using ultrasonic water bath to further study its antioxidant capacity. Several non-enzymatic methods were utilized to determine the antioxidant capacity, which include total phenolic content, total flavonoid content and 2, 2-diphenyl-1-picrylhydrazyl (DPPH) radical scavenging assay. The total phenolic and flavonoid content reveals that sample 16 recorded the highest amount which is 40.32 GAE mg/g and sample 10 with 16.8 RE mg/g respectively whereas sample 19 reveals the lowest of 6.16 GAE mg/g and sample 18 of 2.4 RE mg/g respectively. As for DPPH assay, sample 6 records 90.1 % of inhibitor activity compared to sample 2 of 49.5 %. Hence, sample 9 was being subjected into freeze and spray drying due to the highest inhibitory activity to study the effect of encapsulation of bioactive components of each method. It is expected that freeze dried samples (encapsulated) increases the total phenolic and flavonoid content along with DPPH inhibitory activity compared to spray drying.

Keywords: *Labisia Pumila*, Kacip Fatimah, Ultrasonic extraction, Antioxidant, free radicals

1. Introduction

During the ancient years, plants which contain high potential of medicinal value that can treat diseases and enhances the growth of well-being were used. Despite the current development in medicinal value, herbal medicines have similar potent ingredients such as modern medicines,
hence it’s being extracted and the active ingredients are being modified for further purposes. Based on World Health Organization (WHO), there is about 80% of people worldwide relying on herbal medicines as their dominant health care [1]. Geographically, Malaysia has its potential for various habitations of floras due to the tropical climate throughout year. This favours to different types of plant from the Plantae kingdom which can be beneficial for different purposes due to the complexity of the land itself. The similarity incorporated in all the plants are its availability of antioxidant potential present. Antioxidant plays a vital role in neutralizing chemicals which are commonly referred as unstable molecules (free radicals) produced during oxidation that prevents injurious diseases or even fatality [2]. They are known as secondary metabolites produced to defend against oxidative damage [3] by free radicals. Diseases such as cancer, diabetes, cardiovascular diseases and ageing are caused mainly by those free radicals [4].

For this study, it is concluded that Kacip Fatimah or scientifically named Labisia Pumila has been chosen to determine its potential antioxidant activity. Kacip Fatimah has been used by the Malay community for a very long time for medicinal purposes. It is small, woody and classified under the family of Myrsinaceae that can be extensively found in the tropical areas around the Southeast Asia Region. In Malaysia, Labisia Pumila is distributed in eight different varieties and some of them are studied [5]. Labisia Pumila has the potential to induce and facilitate childbirth as well as post-partum for about decades now. It does not only contain few other antioxidant compounds but also bioactive photochemical constituents composed of phenolic and flavanoid [6].

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAE</td>
<td>Gallic Acid equivalent</td>
</tr>
<tr>
<td>RE</td>
<td>Rutin equivalence</td>
</tr>
<tr>
<td>DPPH</td>
<td>2, 2 diphenyl-picrylhydrazyl</td>
</tr>
<tr>
<td>UAE</td>
<td>Ultrasonic extraction</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of variance</td>
</tr>
<tr>
<td>TFC</td>
<td>Total Flavanoid Content</td>
</tr>
<tr>
<td>TPC</td>
<td>Total Phenolic Content</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>w/v</td>
<td>weight by volume</td>
</tr>
<tr>
<td>Superb 6</td>
<td>Samples 3, 4, 7, 15, 16, 20</td>
</tr>
</tbody>
</table>

For extraction of extract, either methanol or ethanol is used commonly. Usually in determining antioxidant component and activity, methanol extraction is said to be a better choice compared to aqueous or ethanol extraction [7]. But as for DPPH it evidently proofs that aqueous extraction shows higher inhibition activity compared to methanol and ethanol. As for this study, Labisia Pumila will be extracted using ethanol to study how the time and temperature affects the antioxidant activity. Extraction methods are divided into two groups which are conventional and non-conventional methods. After further research being done, it is safe to say non-conventional extraction method has shown the most efficient result on determining its antioxidant activity specifically for the total phenolic content. Although the method has a shorter extraction time but major challenge is high cost requirement [8]. As for UAE, an ultrasonic system with working
frequency fixed at 37 kHz was used for determining the total of phenolic compounds. The time and temperature were optimized into different variations. The temperature was controlled by circulating cold water using an external cold-water bath. The use of power ultrasound can improve the extraction of organic compounds contained within the body of plants and seeds by a solvent [9].

Phenolic compounds are divided into two main groups – flavonoid and non-flavonoids [11]. It has been proven that to antagonize radiation or infection, plants produces more flavanone or flavanol [12]. Hence this proves the amount of flavonoid in a plant plays a vital role for resistance of potential threats which are capability to dudge free radicals [12]. However information on Labisia Pumila antioxidant capacities is very limited. In order to hasten the development of Labisia Pumila it is persistent to establish the technical knowledge of its medicinal properties by studying its chemical constituents present. Hence the objectives of this research are to study the effect of extraction time, temperature and solvent by optimizing its optimum condition using ultrasonic extraction solvent to study plant’s antioxidant component and activity. Last but not least is, to execute the characterization study of total phenolic content, total flavanoid content and DPPH scavenging radical activity

2. Research Methodology

2.1 Material and Method

2.1.1 Plant Materials. Labisia Pumila plants were collected from Forest Research Institute Malaysia (FRIM), Kepong Kuala Lumpur. Several plants were chosen randomly without defects from shaded house for the experiment.

2.1.2 Chemicals. 2, 2-Diphenyl-1-picrylhydrazyl (DPPH), trihydroxybenzoic acid (Gallic acid), Rutin hydrate were purchased from Chemolab Supplies. (Seri Kembangan, Selangor). Ethanol, sodium nitrite, aluminium chloride, sodium carbonate, sodium hydroxide and FolinCiocalteu phenol reagent were obtained from Taylor’s University College Engineering Lab. (Puchong, Selangor). Chemicals and reagents used were in analytical grade.

2.1.3 Apparatus.

Ultrasonic water bath (ELMA® ELMASONIC P), Whatman no.1 filter paper, Beaker, Aluminium foil, Universal bottles (to store samples), 10ml, 50ml, 100 ml and 500 ml measuring cylinders.

2.1.4 Sample Preparation.

The roots, stems and leaves were separated from each other and placed into three different storage containers. All were subjected into an oven drying at 40°C for approximately 2-3 days. Moisture content of plant extracts were recorded to ensure there is no water content present. Upon drying, the dried extracts were blended thoroughly until small finely powder were obtained. Weigh 1g of plant extract for each samples and it is being extracted using ultrasonic water bath
(ELMA®ELMASONIC) with 40ml of ethanol at different concentrations at various time and temperature with a fixed working frequency of 37 kHz and filtered using Whatman filter paper number 1. After extraction, plant extracts were being centrifuged for 15 minutes at a speed of 4000rpm to obtain a supernatant sample. Samples were prepared by optimization using Design Expert (Version 7).

2.2 Phytochemical content

2.2.1 Total phenolic content

Total phenolic content of the plant extracts was determined using FolinCiocalteu (FC) assay which was described by Pushpanathan&Nithyanandam et al. [13]. 200μL plant extract were pipette into 50ml sample bottles. Then, 400 μL of FolinCiocalteu reagent were added following with 4ml of distilled water. After 3 minutes, 1ml of 20% sodium carbonate were added into the mixture and kept incubated at room temperature for and hr before absorbance being measured at 765nm using UV-VIS spectrometer (Thermo Scientific, GENESYS 10S UV-Vis). Blank sample was prepared similarly as above expect by replacing the plant extract with distilled water. A calibration curve of gallic acid was prepared at different concentrations (0.2, 0.4, 0.6, 0.8, 1.0 mg/ml). Total phenolic content were expressed in terms of mg/ml per 100g dried weight.

\[
\text{Total Phenolic Content} = \text{GAE} \times \frac{V}{M}
\]

Where GAE is attained from the standard curve, V and M are total volume and mass used respectively during assay.

2.2.2 Total flavonoid content

Total flavonoid content (TFC). Total flavonoid content of plant extract was carried out according to the assay developed by Zhishen,Mengcheng, &Jianming et al. [14]. 500μL plant extracts was diluted into 2.5ml distilled water with 75μL of (5% w/v sodium nitrite) using pipette. The mixture was incubated at room temperature for 6 minutes. 0.3ml of (10% w/v aluminium chloride) was added following with 500μL of sodium hydroxide and 0.55ml of distilled water. The absorbance of the samples were measured at 570nm using UV-Vis spectrometer (Thermo Scientific, GENESYS 10S UV-Vis). Blank sample was prepared similarly as above expect by replacing the plant extract with distilled water. A calibration curve of rutin was prepared at different concentration (0.3, 0.5, 0.7 mg/ml). Total flavonoid content was expressed in terms of mg/ml per 100g dried weight.

\[
\text{Total Flavanoid Content} = \text{RE} \times \frac{V}{M}
\]

Where RE is attained from the standard curve, V and M are total volume and mass used respectively during assay.
2.2.3 DPPH radical scavenging activity

The scavenging activity was evaluated using DPPH radical based on method described by Pushpanathan & Nithyanandam et al. [13]. 200μL of plant extract was added with 4ml of ethanolic DPPH \((60 \times 10^{-5} \text{M})\). The mixture was kept in the dark for about 30 minutes before absorbance being measured using UV-Vis spectrometer (Thermo Scientific, GENESYS 10S UV-Vis) at 517nm. This is done to block UV light as it triggers the free radicals SAHA et al. [15]. Due to the reaction, samples will change colour from deep violet to light yellow/orange. Blank sample was prepared similarly as above expect by replacing the plant extract with distilled water. Radical scavenging activity was calculated using equation below:

\[
\text{(\%)} \text{ Inhibition} = \frac{A_{\text{blank sample}} - A_{\text{extract}}}{A_{\text{blank sample}}} \quad \ldots \ldots \quad \text{(Eq. 1)}
\]

3.0 Discussion

3.1 Response Surface Models

Table 1. Experimental Matrix and Values of the Observed Response

<table>
<thead>
<tr>
<th>Run</th>
<th>EC(^a) (%)</th>
<th>T(^b) (min)</th>
<th>T(^c) (\degree C)</th>
<th>TPC (mg/g)</th>
<th>TFC (mg/g)</th>
<th>DPPH (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
<td>100</td>
<td>60</td>
<td>23.24</td>
<td>5.44</td>
<td>69.5</td>
</tr>
<tr>
<td>2</td>
<td>70</td>
<td>70</td>
<td>40</td>
<td>26.6</td>
<td>10.08</td>
<td>49.5</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td>70</td>
<td>40</td>
<td>26.6</td>
<td>10.08</td>
<td>49.5</td>
</tr>
<tr>
<td>4</td>
<td>70</td>
<td>70</td>
<td>40</td>
<td>26.6</td>
<td>10.08</td>
<td>49.5</td>
</tr>
<tr>
<td>5</td>
<td>70</td>
<td>70</td>
<td>73.64</td>
<td>26.6</td>
<td>6.44</td>
<td>68.4</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>100</td>
<td>30</td>
<td>15.2</td>
<td>4.0</td>
<td>90.1</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>100</td>
<td>60</td>
<td>31.2</td>
<td>15.88</td>
<td>63.8</td>
</tr>
<tr>
<td>8</td>
<td>40</td>
<td>40</td>
<td>30</td>
<td>15.2</td>
<td>4.0</td>
<td>75.5</td>
</tr>
<tr>
<td>9</td>
<td>40</td>
<td>19.55</td>
<td>40</td>
<td>23.24</td>
<td>10.64</td>
<td>63.8</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>40</td>
<td>60</td>
<td>38.0</td>
<td>16.40</td>
<td>85.6</td>
</tr>
<tr>
<td>11</td>
<td>70</td>
<td>70</td>
<td>6.36</td>
<td>20.0</td>
<td>4.0</td>
<td>80</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>100</td>
<td>30</td>
<td>38.4</td>
<td>15.6</td>
<td>67.4</td>
</tr>
<tr>
<td>13</td>
<td>70</td>
<td>70</td>
<td>40</td>
<td>26.6</td>
<td>10.08</td>
<td>49.5</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>40</td>
<td>30</td>
<td>37.2</td>
<td>12.8</td>
<td>72.7</td>
</tr>
<tr>
<td>15</td>
<td>40</td>
<td>40</td>
<td>60</td>
<td>14.4</td>
<td>6.4</td>
<td>56.63</td>
</tr>
<tr>
<td>16</td>
<td>120</td>
<td>70</td>
<td>40</td>
<td>40.32</td>
<td>16.8</td>
<td>78.93</td>
</tr>
</tbody>
</table>
Table 1 above indicated the amount of chemical constituents present in the plant. The highest amount of phenolic content was found in sample 16 with an amount of 40.32 GAE mg/g and the lowest was found in sample 18 with 6.16 GAE mg/g. Both samples were carried out at the same point of time and extraction temperature. Moving on, for TFC the highest content was discovered in sample 10 and the lowest in sample 18. Both flavonoid and phenolic content was found lowest at sample 18. As for DPPH activity, sample 6 inhibits the highest inhibitory activity of 90.1% compared to sample 2 which records 49.5% only. The suitability of the response was analysed by ANOVA for this project. Table 2, 3 and 4 below shows the calculated statically parameters obtained from each response Model equations for relationship between ethanol concentration, TPC and TFC and independent variables were obtained by applying multiple regression analysis.

Table 2. Analysis of variance for TPC Response Surface Linear Model

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>DF</th>
<th>Mean square</th>
<th>F value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1472.60</td>
<td>3</td>
<td>490.87</td>
<td>12.99</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>1318.92</td>
<td>1</td>
<td>1318.92</td>
<td>34.90</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td></td>
<td>1.59</td>
<td>1</td>
<td>1.59</td>
<td>0.042</td>
<td>0.8403</td>
</tr>
<tr>
<td></td>
<td>152.10</td>
<td>1</td>
<td>152.10</td>
<td>4.02</td>
<td>0.0621</td>
</tr>
<tr>
<td></td>
<td>604.72</td>
<td>16</td>
<td>37.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>604.72</td>
<td>11</td>
<td>54.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>5</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2077.33</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Analysis of variance for TFC Response Surface Linear Model

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>DF</th>
<th>Mean square</th>
<th>F value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Concentration</td>
<td>399.96</td>
<td>9</td>
<td>44.44</td>
<td>15.25</td>
<td>0.0001</td>
</tr>
<tr>
<td>A - Concentration</td>
<td>309.92</td>
<td>1</td>
<td>309.92</td>
<td>106.37</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>B - Time</td>
<td>0.078</td>
<td>1</td>
<td>0.078</td>
<td>0.027</td>
<td>0.8730</td>
</tr>
<tr>
<td>C - Temperature</td>
<td>25.20</td>
<td>1</td>
<td>25.20</td>
<td>8.65</td>
<td>0.0148</td>
</tr>
</tbody>
</table>
3.2 Effect of Temperature, Ethanol concentration and extraction time on investigated response

In case of model equation, temperature and ethanol concentration have significant influence. A positive influence is inhibited by extraction temperature causes the softening of the plant tissues due to temperature influence. Based on Table 4-8, TPC and TFC value was discovered lowest at the same point of extraction temperature, 70°C. As the temperature increases, it reduces the solvents viscosity and surface tension which promotes extraction of soluble compounds [31]. Besides that, the lower yield of phenolic and flavonoid occurred at a higher temperature can be also due to degradation of extractable compounds which leads to aggregation. As for ethanol concentration, increases value in concentration inhibits a lower antioxidant activity indicating that 40% of ethanol concentration is a good solvent for the labisia pumila antioxidants. As for extraction time for antioxidant activity it does not have any significant influence on it.
Figure 1, 2 and 3 are 3D response surface plots which represent regression equations in graphical. It visualizes the relationship between responses and experimental level of each variable. Figure 1A shows phenolic contents increases as the ethanol concentration increases. On the other hand, the temperature has a slight influence on the phenolic content in Figure 1B but the yield increases as the time passes both cases. Based on all the figures, extraction of phenolic compounds influence different variables such as temperature and contact time. These variables are selected to influence the recovery and show conflicting results of degradation of phytochemical [32]. Hence, increasing extraction solvent with increasing temperature enhances the TPC content. This is because the solubility increases as the mass transfer improves the emergences of solvent into the plant matrix.

Moving on to Figure 2A, antioxidant activity of the plant increases when extraction temperature decreases. This is because a higher temperature may degrade the cause the antioxidant thermally unstable due to elevated temperature. As for this case, extraction time has no significant effect on the antioxidant activity based on Figure 2B and 2C. Besides that, rise in temperature may produce undesirable effects such as modifying chemical compounds or structures present in plant extract [33].

As for TFC contents, figure 3A shows similar pattern as figure 1A. The total flavonoid content of the plant increases as the concentration increases. As for the extraction temperature, the TFC value decreases as the temperature decreases. It is proven that positive effect of temperature-ethanol concentration presents an interactive influence between variables where temperature improves solvent properties and increases affinity to desirable group of compounds [39]. Extraction time does not have any effect on the yield of flavonoid as well. The effect of extraction time confirmed the deceleration in the extraction yield, as Fick’s second law of diffusion predicts a final equilibrium between the solute concentrations in the solid matrix and in the bulk solution after a certain time [33].
Figure 1: Response surface plot showing effects of TPC with investigated parameters A –time vs. concentration B –temperature vs. concentration C- temperature vs. time
Figure 2. Response surface plot showing effects of DPPH with investigated parameters A – time vs. concentration B – temperature vs. concentration C – temperature vs. time

Figure 3. Response surface plot showing effects of TFC with investigated parameters A – time vs. concentration B – temperature vs. concentration C – temperature vs. time
3. Conclusion

High antioxidant activity was observed in sample 6 compared to other samples. The extraction time and temperature plays a vital role in determining the total phenolic and flavonoid content. As for Sample 6, the optimum conditions were 40% of diluted ethanol carried out at 30°C for 100 minutes. As for total phenolic and flavonoid content, sample 16 records the highest amount with a higher temperature of 40°C for 70 minutes. As for determining phytochemical constituents, higher extraction time and optimum temperature ranging from 40°C - 50°C, increases the flavonoid yield.
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Abstract

In this paper, extraction of the bioactive compounds from the leaves of *C. papaya* using methanol was studied in specific temperature range in both presence and absence of ultrasound. Ultrasound assisted extraction has been studied to give better extraction yield defined in terms of total phenolic contents with lower extraction temperature and shorter extraction duration compared to maceration. The effect of extraction temperature on total phenolic content over time duration was studied by using a phenomenological model. This phenomenological model is to study the kinetic of the total phenolic contents in response to different temperature in extraction process which includes the two mechanisms, washing and diffusion in extraction process. For phenomenological model, the kinetics and coefficients of total phenolic contents washed and diffusion only identified by using curve fitting by using TableCurve 2D software. To perform this research, the 1g of leaves sampled with adding methanol and experimented in ultrasonic water bath. Identification of total phenolic content of extracts were using Folin-Ciocalteu method which using ultraviolet visible spectrophotometer compare with Gallic acid. Based on the results, the extraction kinetic of total phenolic contents performed by developing phenomenological model of the extraction yield with extraction temperature and extraction time as variables. The curve fitting of phenomenological model in compare to experimental data with both presence and absence of ultrasound were analyzed in determination coefficient ($R^2$), mean square error (MSE) and mean relative percent deviation (MRPD) to assess the performance of the model. In this paper, model is well fitted to the experimental data which have $R^2$ 0.982 to 0.922 and MRPD 0.0263% to 5.186%. After curve fitting, the kinetic coefficients of washing and diffusion ($k_1$ and $k_2$), washing coefficient ($f$) and saturation extraction yield ($y_{sat}$) for each condition are defined.

Keywords: *C. papaya*, Ultrasound assisted extraction, Phenomenological model, total phenolic contents.
1. Introduction

*C. papaya* has a high potential on medical uses and the medical properties of bioactive compound have been studied in some researches [1]. *C. papaya* belong with family of *Caricaceae* is founded in most of the tropical countries such as Nigeria, Mexico, Thailand, Malaysia and other South-East Asia Countries [2]. Fresh leaves of *C. papaya* are traditionally used in the various treatment of fever, pyrexia, diabetes, gonorrhea, syphilis, septic wounds and most popular on treatment of dengue fever [2], [3]. Furthermore, dried leaves and fruits also commonly used as one of the raw material in soap production.

The fruit, leaves, stems, seeds root especially leaves of *C. papaya* is rich in carpains such as alkaloids, carpain pseudocarpain, dehydrocarpaine I and II, choline and carposide [4]. These carpains endopeptidases contributed as phenolic compounds and flavonoid compounds, consist of the antibacterial, anti-sickling, antioxidant, reversible male infertility, anti-inflammatory, reduce blood sugar level and anticancer activity. In *vitro* antimicrobial activity against bacteria, fungi and yeast has been claimed by extraction of the *C. papaya*’s stems and leaves [1]. Isolated carpains from leaves and fruits showed antibacterial and antifungal properties [2]. Isolated papain from *C. papaya* plant has been claimed that main constituents for antifungal properties [3]. The leaves also has been claimed that having the higher total phenolic contents by methanolic extract compare to standard ascorbic acid [5].

An effective method and time efficient for extraction of phenolic compounds from *C. papaya* leaves is important and considered in industrial application to improve the potential of commercial production. There are some conventional methods, *i.e.*, maceration, Soxhlet, LLE, commonly used in phenolic compounds extraction from different plant materials. But these methods are mostly developed in lab scale for research purpose and time consuming. These methods also performed low extraction yield of phenolic compounds from different types of fruits, flower, leaves and etc. High operating temperature during extraction may reduce extraction time duration but may cause damage or degradation of phenolic compounds. The ultrasound assisted extraction (UAE) was introduced as an alternative method to enhance the extraction efficiency without any notable side effects [6]. UAE using ultrasonic wave causes cavitation and bubble collapses in liquid medium to enhance cell wall disruption in solvent extraction [6]. UAE is the most feasible compare to other conventional methods and Accelerated Solvent Extraction (ASE) because of the lowest extraction time duration compare to others. The time duration for the UAE method is about 5 to 20 mins on the extraction of the same amount of phenolic compound from the plant compare to maceration take highest time duration up to 24 h followed by Soxhlet (up to 6 h) and ASE (up to 20 mins). UAE for 30 mins shows similar performance compare to the Soxhlet extraction for 6hr on extracting essential oil from grape seed [7], [8]. Limited literatures on phenolic compounds extraction performed by UAE from *Carica Papaya* leaves.

This work aimed to investigate and analysed the UAE for phenolic compounds from *C. papaya* leaves with combined effects of operational variables, including extraction times and extraction temperatures, on the kinetic of extraction yields of phenolic compounds were developed using phenomenological modelling. The process was also compared with presence and absence of ultrasonic supply. The total phenolic
compounds of extracts were identified by using Folin-Ciocalteu method. The extracts with the Folin & Ciocalteu’s reagent were identified by comparing with standard Gallic acid ultraviolet visible spectrophotometer.

2. Materials and methods
2.1 Chemical and reagents

Solid Sodium Carbonate Monohydates, Na₂CO₃ purchased from R&M Chemicals, Evergainful Enterprise Sdn Bhd (Petaling Jaya, Selangor Darul Ehsan), methanol purchased from Friendemann Schmidt (Germany), Folin & Ciocalteu’s reagent purchased from Chemsolv Inc (Roanoke, VA), deionized water, Standard Gallic acid purchased from Merck Millipore Sdn Bhd (Bandar Sunway, Selangor)

2.2 Plant Material

Fresh leaves of papaya leaves were collected in February 2016 from Chemor, Perak. The leaves were removed from the plant and kept in sealed plastic bag before use in a chiller at 7 °C.

2.3 Ultrasound Assisted Extraction of phenolic compounds

C. Papaya leaves samples were extracted using ultrasound-assisted extraction method (UAE). Using an ultrasonic water bath (Sonica Ultrasonic Cleaner 3200 EP, 180W) operating at 180 W and 40 kHz frequency as ultrasonic irradiation apparatus. The dimension of the bath is 300 mm x 240 mm x 100 mm. 1g of leaves and samples added with 20 ml of methanol. In this case the solute-solvent ratio was at 1:20 g/ml. Each experiments of the both leaf samples with solvent were extracted with sonication for range of 10 to 60 mins as 10 mins interval. Several researches claimed that extraction yield of bioactive compounds such as papain from papaya leaves reaching maximum extraction yield start within 60 mins to 70 mins. The extraction process has been extracted in range of temperature 30 to 60°C (maximum temperature for ultrasonic bath). The experiment repeated without ultrasound to represent maceration.

2.4 Total phenolic content (TPC) analysis

Total phenolic content (TPC) of extracts from leaf samples were identified by using the Folin-Ciocalteu method. The procedure of the TPC analysis had been refered by Yingngam et al [9]. The 1 ml of extracts, 5 ml of distilled water and 0.5 ml Folin-Ciocalteu’s reagent were placed into test tube and well mixed by vortex shaker. 1.5 ml of 20% Na₂CO₃ solution is then added into the mixture and volume filled up to 10ml with distilled water [10]. The mixture kept at room temperature for 2 hrs. The mixture as the absorbance was measured at 725 nm using ultraviolet visible spectrophotometer (Shimadzu, UV-2401 PC; Japan). Gallic acid is used as standard phenolic compound. The TPC of the samples are expressed as gallic acid equivalent (mg GAE/g) with calibration equation with R² = 0.99

2.5 Data Modelling

The modelling of extraction amount like TPC at different temperatures is not covered through all these assisted extraction researches. Suggestion could be made that
using ultrasound-assisted extraction in different condition such as temperature and time. The modelling of the extraction was to study the extraction in response to different variables and shows the kinetic of both extraction mechanisms (washing and diffusion). Washing is the mechanism of the rapid external solute with high rate of transfer by convection.

According to Milić et al., phenomenological modelling is used to model extraction yield in response to extraction time on both washing and diffusion processes. The two processes are assumed to occur simultaneously and the norm is generally exponential, the model is using as [11]

\[ y = y_\infty \left[ 1 - f \exp(-k_1t) - (1-f) \exp(-k_2t) \right] \]  

(1)

Where \( y \) and \( y_\infty \) are the extraction yield and saturation extraction yield by g/g GAE equivalent of samples. \( f \) is fraction of extracts washed. The rate constant of both washing and diffusion of extraction process are defined by Arrhenius equation:

\[ k = A \exp \left( \frac{E_a}{RT} \right) \]  

(2)

2.6 Error Analysis

The performance of the phenomenological modeling and second-order polynomial model are assessed by the coefficient of determination \( (R^2) \), mean square error \( (MSE) \) and mean relative percent deviation \( (MRPD) \) and the calculation are using equation.

\[ R^2 = \frac{\sum_{i=1}^{n}(y_{a,i} - y_{p,i})^2}{\sum_{i=1}^{n}(y_{p,i} - y_m)^2} \]  

(3)

\[ MSE = \frac{1}{n} \sum_{i=1}^{n}(y_{a,i} - y_{p,i})^2 \]  

(4)

\[ MRPD = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{y_{p,i} - y_{a,i}}{y_{a,i}} \right| \]  

(5)

Where \( y_{p,i} \) and \( y_{a,i} \) are the predicted and actual values of the total phenolic compound yield and \( y_m \) is the mean value of total phenolic compound yield, and \( n \) is the number of experiment runs.

3. Result and discussion

3.1 Comparison of TPC between the UAE and maceration
The total phenolic contents (TPC) of *C. papaya* leaves using UAE and maceration extraction method has been shown in Figure 1. From Figure 1, it is clearly showed that the UAE extraction method has overall higher TPC extraction yield based on Folin-Ciocalteu assay compare to maceration. The TPC yield from UAE method was in range of 0.0714 mg GAE/g to 0.2729 mg GAE/g from 10 mins to 60 mins at 30°C. Increasing the temperature of UAE improved the performance of extraction which TPC of extract increased to in range of 0.1681 mg GAE/g to 0.3547 mg GAE/g from 10 mins to 60 mins at 60°C.

For maceration method, it was similarly increasing compare to UAE by increasing extraction time. But the TPC yield was lower compare to UAE in range of 0.0364 mg GAE/g to 0.1011 mg GAE/g from 10 mins to 60 mins at 30°C. 0.0739 mg GAE/g to 0.1898 mg GAE/g from 10 mins to 60 mins at 60°C. The TPC yield from UAE was greater than maceration which caused by the acoustic energy from the ultrasonic wave to improve surface mass transfer. This phenomenon was also reported from other sample such as grape seeds, *P. lentiscus* L. leaves and *Galium mollugo* L [7], [8], [11].

The ultrasound also known as ultrasonic wave was kinetic sound wave produce acoustic energy which transferrable on contacting medium. Ultrasonic wave consisted expansion cycle (rarefaction) caused negative pressure to force liquid molecules moving apart and compression cycle caused positive pressure to increase the compression between molecules [12]. When the expansion caused by ultrasound exceed tensile strength of liquid in rarefaction region, cavitation bubbles were formed [12]. The cavitation bubbles of the solvent becomes driven force to disrupt the cell wall and tissue causing the improvement of the mass transfer of solvent [11]. The compressed molecules during compression cycle improve the diffusion between the two bulk surface which is solvent and extracts due to higher pressure of solvent penetrate through the medium. It is theoretically proving that the extraction yield is improved by the presence of ultrasonic wave.

Figure 3 shows that there was no decreasing of TPC yield from in range of 30°C to 60°C UAE and maceration. This behavior also claimed by Vuong *et al* which extraction of dried *C. papaya* leaf using maceration from 50°C to 100°C [13]. The TPC yield increased from 50°C till 70°C then start decreasing onward [13].
3.2 Total phenolic contents in response to ultrasound-assisted extraction method

The total phenolic contents (TPC) at several extraction time at different temperatures by using UAE method was investigated. In UAE of *C. papaya* leaves, mostly researches claims that might not exceed 60 mins to 70 mins [13], [14]. Further extraction time with sonication claimed to be reached equilibrium from 60 mins and start decreasing after 70 mins [13], [14]. The parameters were set as follows: ratio of sample to solvent of 1:20 g/mL, ultrasonic input power at 100% and extraction temperature in range of 30°C to 60°C. Based on Figure 2, both four different temperatures condition showed the same response that the decreasing rate of TPC yield from 20 mins to 40 mins, start increasing rate of TPC yield from 40 mins to 60 mins.

There were several facts may possible causing this behavior of TPC yield along the extraction time duration. Based on the research according to Canini et al about *C. papaya leaves* identification of the phenolic compounds by using Gas Chromatography-Mass Spectrometry analysis, the phenolic compounds from the *C. papaya leaves* majorly consist of Protocatechuic acid (0.11 mg/g), *p*-Coumaric acid (0.33 mg/g) and Caffeic acid (0.25mg/g) [15]. Xie et al claims that Protocatechuic acid can extracted efficiently from fruit juices which considered as fast process [16]. It is due to Protocatechuic acid is a type of benzoic acid which has low molecular weight compare to others. Lower molecular weight compound is easier to penetrate through the plant matrices and extracted by solvent.
The research found that the extraction of the Protocatechuic acid can be reached optimum yield and equilibrium from 40 mins. This behavior can be used to explain decreasing rate of the TPC yield until 40 mins because of Protocatechuic acid extraction yield may reached equilibrium from 40 mins. Another possible cause is the degradation of Protocatechuic acid due to enzyme activity of papain and chymopapain. Papain and chymopapain are proteolytic enzyme enhance the oxidation of Protocatechuic acid into β-ketoadipate, carbon dioxide and water [17]. Some research findings prove that oxidation of Protocatechuic acid is sensitive with the presence of proteolytic enzyme such as Papain and chymopapain [18]. p-Coumaric acid and Caffeic acid are both classified as Cinnamic acids. The p-Coumaric acid and Caffeic acid has high molecular weight, 164.16 g/mol and 180.16 g/mol.

Based on the Graham’s Law of diffusion, the rate of diffusion is inversely proportional to the square root of the molecular weight of compounds [19]. The lower rate of diffusion required longer time for the compounds diffuse. p-Coumaric acid and Caffeic acid may take longer time to start diffuse through the cell wall and membranes and to be extracted. This can explain the increasing of TPC yield after 40 mins. Both Protocatechuic acid, p-Coumaric acid and Caffeic acid are both having methoxyl, carboxyl, hydroxyl and ethylene groups [20]. These groups are both polar and nonpolar covalent bonds which are very weak and highly oxidizing.

Some research also reported that ultrasonic wave may promote the catalytic activity when enzyme is presence in extracts [21]. The cavitation bubbles from ultrasonic wave to solvent generates energy for both chemical and mechanical effects [22]. Each of these bubbles are called as ‘hot spot’ like a micro-reactor because of each bubbles consist of very high temperature and pressure. For chemical effects, some chemical compound such as containing carboxylic group in certain amount are easily enter to the cavity which is the ‘hot spot’ [22], [23]. In the extreme condition of the ‘hot spot’, the chemical compounds are easily oxidized. But most of the chemical compounds stay in bulk media which surrounding the cavities. For mechanical effect, the high temperature of the ‘hot spot’ vaporizing the liquid medium in the cavities. The vaporization causes the increasing of the vapor pressure which negatively correlate with cavitation intensity. Lesser cavitation bubble cause lesser performance of extraction assisted by ultrasound over time when vapor pressure increasing.
Figure 2. The Total Phenolic Contents (TPC) of *C. papaya* leaves at temperature of 30°C, 40°C, 50°C and 60°C in range of 10 mins to 60 mins for UAE

### 3.3 Total phenolic contents in response to maceration method

The Total Phenolic Contents (TPC) at several extraction time at different temperatures by using maceration method was investigated. In the maceration process, it is generally required longer extraction time to reach optimum TPC yield. According experiment conducted by Milic *et al* which extracting white lady’s bedstraw with maceration and UAE, the extraction time to reach optimum TPC yield is 250 mins for maceration and 80 mins for UAE [11]. The design experiment for maceration is only from 10 mins to 60 mins because of comparing the performance of two extraction methods at same condition. The parameters were set as follows: ratio of sample to solvent of 1:20 g/mL, absence of ultrasound and extraction temperature in range of 30°C to 60°C.

Based on Figure 3, temperatures 30°C, 40°C and 60°C shows the same behavior that the decreasing rate of TPC yield from 30 mins to 40 mins, then start increasing rate of TPC yield from 40 mins to 60 mins. The behavior of TPC yield at 60°C is gradually increase from 10 mins to 60 mins. Based on the research according to Canini *et al* about *C. papaya leaves* identification of the phenolic compounds by using Gas chromatography-mass spectrometry analysis, the phenolic compounds from the *C. papaya leaves* majorly consist of Protocatechuic acid (0.11 mg/g), *p*-Coumaric acid (0.33 mg/g) and Caffeic acid (0.25mg/g) [15]. For maceration at temperatures 30°C, 40°C and 60°C, it may have occurred because of Protocatechuic acid (PCA) reach equilibrium at 40 mins Xie *et al* claims that Protocatechuic acid can extracted efficiently from fruit juices which considered as fast process [16].

Protocatechuic acid is a type of benzoic acid which has low molecular weight compare to others. The research found that the extraction of the Protocatechuic acid can
be reached optimum yield and equilibrium from 40 mins. This behavior can be used to explain decreasing rate of the TPC yield until 40 mins because of Protocatechuic acid extraction yield may reached equilibrium from 40 mins. Higher molecular weight for p-Coumaric acid and Caffeic acid. has lower rate of diffusion according to Graham’s Law of diffusion. The rate of diffusion is inversely proportional to the square root of the molecular weight of compounds [19]. The lower rate of diffusion required longer time for the compounds diffuse. p-Coumaric acid and Caffeic acid may take longer time to start diffuse through the cell wall and membranes and to be extracted. This can explain the increasing of TPC yield after 40 mins.

For the maceration at 60°C, high temperature improves the rate of diffusion due to improving the kinetic energy and potential energy. High temperature overcome the delay of the diffusion of p-Coumaric acid and Caffeic acid.

Figure 3. The Total Phenolic Contents (TPC) of *C. papaya* leaves at temperature of 30°C, 40°C, 50°C and 60°C in range of 10 mins to 60 mins for maceration.

### 3.4 Fitting of extraction curve

The total phenolic contents observed at the extraction experiment for both UAE method and maceration were fitted to the phenomenological model listed in Table 1. The comparison criteria used to evaluate the goodness of fit by using error analysis including $R^2$, MRPD and MSE by using Equations 3-5. The highest $R^2$ and lowest for MRPD and MSE obtained from phenomenological model within the extraction time for each temperature conditions. The $R^2$, MRPD and MSE changed from 30°C to 60°C for UAE were 0.984 to 0.992, 0.0263% to 5.1862%, 1.756E-5 to 9.706E-5. As a result, the predicted values from modelling is fitted well to the experimental values.

According to Figure 4 for UAE and Figure 5 for maceration, it showed the variations of experimental and predicted TPC yield changed with extraction time at four
different temperature conditions. From the graph, it showed that the model had a good fitting between the data. It is proven by Figure 6 & 7 as it showed a good fit between the experimental and predicted data with a $R^2$ of 0.9823 for UAE and 0.9792 for maceration.

![Graph](image1)

**Figure 4.** TPC curve of the phenomenological model equation data and experimental data for UAE

![Graph](image2)

**Figure 5.** TPC curve of the phenomenological model equation data and experimental data for maceration
Solvent extraction is the mass transfer between bioactive compounds and solvent passing through thin film. This application is refer to the Fick’s law of diffusion and thin film theory [24][25]. Some researches claim that only one mechanism (diffusion) couldn’t explain the extraction amount in response to any extraction factors especially extraction time [11], [24], [26], [27]. As some other factors affecting the extraction process, all these factors cause another mechanism such as high temperature heating of biological solid to destroy cell membranes and facilitate solute release and ultrasonic wave to reduce particle size and cavitation bubble to generate pressure difference causing disrupt cell wall matrix [24], [26], [27], [28]. This mechanism is called washing. This phenomenological model is two simultaneous processes which are washing and diffusion mechanism which proposed by Patricelli et al. Washing is the
rapid external solute with high rate of transfer by convection [24], [27]. Some bioactive compounds can wash out easily when the disruption of cell wall and cell membrane occurred. Diffusion is the solute with low rate of transfer by molecular diffusion from interior of plant tissue [24], [27]. Both two mechanisms were expressed by the two different kinetic coefficients. The portion of washing mechanism and the portion of diffusion mechanism is equal to one which portion of washing mechanism is represented as washing coefficient. Thus the portion of diffusion is represented as one subtracted to washing coefficient. Table 2 showed the kinetics coefficient, washing coefficient and saturation extraction yield for each temperature conditions in UAE and maceration.

Table 2. The constants and coefficients of each model fitting at different temperatures and methods.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$f$</th>
<th>$y_{sat}$ (mg/g)</th>
<th>$R^2$</th>
<th>MRPD (%)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>UAE at 30°C</td>
<td>1.733E-3</td>
<td>0.0956</td>
<td>0.9470</td>
<td>1.744</td>
<td>0.988</td>
<td>3.968</td>
<td>9.706E-5</td>
</tr>
<tr>
<td>UAE at 40°C</td>
<td>1.821E-3</td>
<td>0.1327</td>
<td>0.9638</td>
<td>2.355</td>
<td>0.981</td>
<td>0.715</td>
<td>5.317E-5</td>
</tr>
<tr>
<td>UAE at 50°C</td>
<td>2.035E-3</td>
<td>0.1583</td>
<td>0.9128</td>
<td>1.742</td>
<td>0.987</td>
<td>0.0263</td>
<td>2.470E-5</td>
</tr>
<tr>
<td>UAE at 60°C</td>
<td>2.258E-3</td>
<td>0.1873</td>
<td>0.8828</td>
<td>1.480</td>
<td>0.986</td>
<td>0.791</td>
<td>6.950E-5</td>
</tr>
<tr>
<td>Mac at 30°C</td>
<td>7.422E-3</td>
<td>0.5191</td>
<td>0.8934</td>
<td>0.2565</td>
<td>0.992</td>
<td>5.186</td>
<td>2.210E-5</td>
</tr>
<tr>
<td>Mac at 40°C</td>
<td>9.776E-3</td>
<td>0.8670</td>
<td>0.9040</td>
<td>0.2739</td>
<td>0.984</td>
<td>2.983</td>
<td>1.756E-5</td>
</tr>
<tr>
<td>UAE at 50°C</td>
<td>1.095E-2</td>
<td>1.2015</td>
<td>0.9359</td>
<td>0.3077</td>
<td>0.982</td>
<td>2.923</td>
<td>3.090E-5</td>
</tr>
<tr>
<td>UAE at 60°C</td>
<td>1.483E-2</td>
<td>2.1001</td>
<td>0.9450</td>
<td>0.3262</td>
<td>0.9835</td>
<td>2.839</td>
<td>2.830E-5</td>
</tr>
</tbody>
</table>

UAE, ultrasound-assisted extraction, Mac, maceration

Referring to Table 2, the saturation TPC yield, $y_{sat}$ of the UAE is within 1.480 mg/g to 2.355 mg/g much higher compare to TPC yield of the maceration which within 0.2565 mg/g to 0.3262 mg/g. It is proved that the ultrasonic wave contributing better extraction efficiency in a single extraction process compare to absence of ultrasonic wave. As it explained before, the ultrasonic wave generates both acoustic energy and cavitation bubbles to increase the molecular activities in both solvent, cell, membrane, cell wall and phenolic compounds to enhance the mass transfer during extraction. Based on the data of phenomenological model in Table 2, the saturation TPC yield, $y_{sat}$ for the UAE method and maceration can be expressed in Equation 6 and Equation 7 in change of temperatures with $R^2$ of 0.999 and 0.984.

$$y = 0.003T^3 - 0.0376T^2 + 1.7225T - 23.171$$ (6)
The increasing of temperature in maceration extraction process causing the increasing of the saturation TPC yield, $y_{\text{sat}}$. This can be explained that the temperature heating causing few phenomena such as disruption the cell wall matrix, increase the rapidness motion of molecules by increasing their kinetic energy and increase the solubility to the solvent [24], [26], [27]. The decreasing of the saturation TPC yield, $y_{\text{sat}}$ is observed after 40$^\circ$C by using UAE method extraction. It is because of the degradation of the phenolic compounds caused by ultrasonic wave in term of sonochemistry. In UAE, ultrasonic wave application is generating acoustic cavity of the solvent liquid to form cavitation bubble in order to disrupt the cell wall and membrane to increase the amount of freebie mass transfer (washing) of phenolic compounds. In sonochemistry, ultrasonic wave also causes cavitation of the phenolic liquid compounds to perform degradation of the phenolic compounds which claimed by Chowdhury et al [21]. Chowdhury et al reported that 17% degradation of phenolic compounds using 20 kHz power ultrasound in time 60 mins in waste water treatment application [21]. The acoustic cavities implying existence of extremely high temperature changes which has rate of vicinities up to 1010 K/s and maximum 5000 K in 487 kHz high frequency ultrasound [21]. The sonochemical reaction of phenolic compounds occurred to enhance the release of OH radical causing the degradation of phenolic compounds [21]. As the increasing of the saturation TPC yield, $y_{\text{sat}}$ from 30$^\circ$C to 40$^\circ$C, it can be assumed the acoustic energy is not transfer to the phenolic compounds inside the cell wall matrix so acoustic cavitation is not occurred in phenolic compounds. At higher temperature after 40$^\circ$C, the cell wall matrix can membrane may be partially disrupted in a short time and the acoustic energy has transferred to the phenolic liquid compounds and cause cavitation of the phenolic compounds. Thus, the phenolic compounds start to be degraded.

Based on the data of phenomenological model in Table 2, The kinetic coefficient of washing, $k_1$ and kinetic coefficient of diffusion, $k_2$ for the UAE in change of temperatures method can be expressed in Equation 8 and Equation 9 with $R^2$ of 0.996 and 0.999, Equation 10 and Equation 11 for maceration with $R^2$ of 0.974 and 0.991.

\[
k_1 = 3\times10^{-7}T^2 - 1\times10^{-5}T + 0.0018 \tag{8}
\]
\[
k_2 = 0.003T + 0.083 \tag{9}
\]
\[
k_1 = 0.0039\exp(0.0219T) \tag{10}
\]
\[
k_2 = 0.1351\exp(0.0453T) \tag{11}
\]

The kinetic coefficient of washing, $k_1$ and kinetic coefficient of diffusion, $k_2$ for both UAE and maceration expressed in Arrhenius equation in Equation 12 in order to identify the activation energy for both washing and diffusion which shown in Table 3.

\[
k = k_0\exp\left(\frac{E_a}{RT}\right) \tag{12}
\]
Table 3. kinetic data for washing and diffusion coefficient of both ultrasound-assisted extraction and maceration.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( k_0 ) (min(^{-1}))</th>
<th>( E_a ) (kJ/mol)</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>UAE, ( k_1 )</td>
<td>3.145E-2</td>
<td>7.561</td>
<td>0.968</td>
</tr>
<tr>
<td>UAE, ( k_2 )</td>
<td>152.283</td>
<td>18.483</td>
<td>0.978</td>
</tr>
<tr>
<td>Mac, ( k_1 )</td>
<td>11.215</td>
<td>18.360</td>
<td>0.972</td>
</tr>
<tr>
<td>Mac, ( k_2 )</td>
<td>1.840E6</td>
<td>37.900</td>
<td>0.989</td>
</tr>
</tbody>
</table>

Referring to Table 3, the activation energy of washing and diffusion for UAE are lower than maceration. According to Arrhenius law, activation energy is the minimum energy required to overcome in order to perform forward reaction. It is mean that the lower activation energy required lower kinetic energy to perform washing and diffusion in extraction process. It clearly shown that the lower kinetic energy required for UAE perform washing and diffusion compare to maceration.

4.0 Conclusion

In conclusion, the present research outlines the total phenolic contents (TPC) response to extraction time at different temperatures from the C. papaya leaf. Phenomenological model was used as standard model for modelling and curve fitting to the experimental data. The result shows that the phenomenological model is well fitted to the experimental data for both UAE method and maceration in each temperature conditions which have \( R^2 \) 0.982 to 0.922 and MRPD 0.0263% to 5.186%. The kinetic coefficient of washing and diffusion mechanisms, the washing coefficient and saturation of extraction in each condition are defined. However, there is potential improvement of the curve fitting which require development of the new model. Studies has shown lack of identification of phenolic compounds and their characteristics during the extraction process. It might not be sufficient to develop a new model which best fit to the experimental data.
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Abstract
Silica sand is the primary structural component in a wide variety of cement based materials. The commonly used commercial silica is obtained from the natural occurring sand in the environment through weathering process. Rice husk ash (RHA) is another suitable alternative silica source derived from the combustion of the rice husk (RH) which treats as an agricultural waste. The pure silica content can be further extracted by the alkaline extraction method. This study was carried out to investigate the optimum conditions to produce the highest silica content RHA and the viability of RHA used as an alternative of commercial silica sand in the concrete making. Combustion temperatures of 400, 600 and 800°C were carried out on the RH followed by alkaline extraction method. From Energy Dispersive X-ray analysis, the optimum combustion temperature to produce the rice husk ash with the silica content as high as 83% was found to be 800°C for 2 hours. Further extraction of 84% purity silica can be achieved from alkaline extraction. Brinell hardness testing was then performed to compare the hardness of the high performance concretes derived from three different silica sources, i.e., commercial silica sand as the control sample, RHA and the extracted silica from RHA. The concrete derived from RHA was found to have the highest hardness of 0.978 HB value which is mainly due to the nanoporous size distribution as shown from Brunauer-Emmett-Teller analysis. This has proven the viability of using RHA as an alternative silica source in concrete making. As a result from this study, a sustainable alternative in producing a “green” concrete is achieved whereby it is applicable in different types of structural component in the construction industry such as beams, columns, slabs and foundations.

Keywords: Green concrete, Sustainable, High performance concrete, Nanosilica.

1. Introduction
Rice husk (RH) is known as one of the common agricultural waste that can be obtained from rice mill production activity. They are normally either being burnt or dumped as waste everywhere around the world due to its economic value in the market [1]. It does not have any considerable commercial value and also caused several
problems being dumped as a waste. One of the main issue is that it harms the environment because the product particles might contain crystalline silica such as quartz and cristobalite that may be a possible threat to the health problems [2, 3]. Therefore, it encourage us to utilise the rice husk in the best possible way effectively with the current available technology. This will prevent further disposal of rice husk in the open field and also reduces the waste generation which lead to a sustainable development for better future preservation.

Based on Kalapathy et al. [4], the rice husk can be converted from a low cost waste to a valuable high content silica rice husk ash (RHA) with a good commercial by simple combustion method. The ash contains 87%-97% of silica and other constituents such as K₂O, Al₂O₃, CaO, MgO, Na₂O and Fe₂O in less than 1% respectively [5]. From the ash, the silica in the RHA can be further extracted with nano-size pore by alkaline extraction method [6]. The quality of RHA depends on the temperature and duration of combustion of the rice husk as it undergoes structural transformation at different conditions [7]. By utilising the rice husk effectively, it can turn from a priceless agricultural waste to a high content silica with a good commercial value in the market. This can also be the solution to the current environmental issue caused by the disposal of RH.

The high content silica ash is widely used in many different applications in the industry such as, fuel source in the power plant, production of glass, production of steel, and also in the cement and construction industries [5]. However, for this project, it is mainly focused on the application of silica in the cement and construction industries. Currently, the silica source applied in the cement industry comes from silica sand. This research was carried out to produce a high quality concrete by studying the parameters to produce a high quality RHA from RH for the cement-based application. The characteristics of the RHA was analysed by different types of analysis method such as Fourier Transform Infrared (FTIR) spectrometer, Energy Dispersive X-ray (EDX), Brunauer-Emmett-Teller (BET) analysis and burn-off analysis [8].

Previously, many researchers have conducted studies on different methods of high RHA silica production from RH and the contribution of it in the cement application. Studies have also been carried out on the silica content based on different conditions such as combustion temperature and duration [4, 7–11]. However, limited studies have been conducted to find which method is the effective and lower cost to produce the desired RHA that can be further apply in concrete making. The mechanical properties of the concrete derived from different silica source was carried out and compared by the Brinell hardness testing. This is to determine whether the silica source derived from RHA improves the hardness of the concrete. This research was carried out to produce “green” cement with high quality and low production cost that is derived from agricultural waste. The idea is to fully utilise the RH waste material and replaced with current cement produced from silica source derived from silica sand.

### Nomenclatures

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>diameter of ball, mm</td>
</tr>
<tr>
<td>$d$</td>
<td>diameter of indentation, mm</td>
</tr>
<tr>
<td>$F$</td>
<td>force applied, N</td>
</tr>
<tr>
<td>HB</td>
<td>Brinell Hardness number</td>
</tr>
</tbody>
</table>
Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCl</td>
<td>hydrochloric acid</td>
</tr>
<tr>
<td>NaOH</td>
<td>sodium hydroxide</td>
</tr>
<tr>
<td>RH</td>
<td>Rice Husk</td>
</tr>
<tr>
<td>RHA</td>
<td>Rice Husk Ash</td>
</tr>
<tr>
<td>RHP</td>
<td>Rice Husk Powder</td>
</tr>
<tr>
<td>EDX</td>
<td>Energy Dispersive X-Ray</td>
</tr>
<tr>
<td>FTIR</td>
<td>Fourier Transform Infrared</td>
</tr>
<tr>
<td>BET</td>
<td>Brunauer Emmett Teller</td>
</tr>
</tbody>
</table>

2. Methodology

2.1 Preparation of rice husk ash (RHA)

The RH was collected in bulk from a local rice milling plant located in Chantika Kelang Beras Sdn. Bhd., Kedah, Malaysia and stored in Taylor’s University laboratory for the RHA samples preparation. The RH was first pre-treated by screening to remove any undesirable substances such as soil, rice straw and particles to prevent any contamination which degrades the quality of the RHA. It is then further rinsed and washed with water to remove any remaining impurities smaller in size that will settle down to the bottom of the container. The clean RH that floats on the upper section of the container was collected using a sieve. Place the RH equally distributed on a tray covered with aluminum foil to prevent the sample from further contaminated by other impurities in the drying stage. Few holes are opened on the aluminum foil to ensure the water vapour to pass through. This will prevent moisture environment inside the tray as they will escape through the holes once they are evaporated. The tray containing the RH samples were placed in an oven for the drying process which was set at 110°C for 24 hours (ASTM D2867-09). After the drying process, the RH was ground into 0.5 mm powdered form particles using a grinder. Weight 50 g of the grounded RHP and place them onto 5 different flat alumina crucibles with 10 g each for equal distribution and allow sufficient air circulation during the combustion process. Before the combustion, the flat crucibles containing RHP were placed directly into a muffle furnace. Three different sets of combustion temperature (400, 600 and 800°C) with the absence of external gas supply were carried out for the combustion process to determine which temperature produces the highest silica content RHA. The heating and cooling profile for the furnace was set at 10°C/min heating rate and 2 hours soaking time. After 2 hours of soaking, it was allowed to cool until it reaches the room temperature. The different combustion temperatures carried out for this experiment and the furnace setting is tabulated as shown in Table 1. The weight of the RHA sample combusted at different temperatures were recorded to carry out the burn-off analysis using Equation 1 shown below. Different types of analysis such as Energy Dispersive X-ray (EDX), Fourier transform infrared (FTIR) and Brunauer-Emmett-Teller (BET) analysis were also provided to determine the characteristics of the RHA and raw RH.

\[
\text{Burn off } \% = \frac{\text{Weight of initial rice husk} - \text{final weight of RHA after combustion}}{\text{Weight of initial rice husk}} \times 100 \quad (1)
\]
2.2 Preparation of extracted silica

Alkaline extraction method with the Sodium Hydroxide (NaOH) and Hydrochloric acid (HCl) was treated on the RHA with the highest silica content that was found from the EDX analysis to extract the silica from it. The first step in this method is to prepare 1N Sodium Hydroxide (NaOH) solution by mixing 20 g of NaOH pellets in 500 ml of distilled water in a 1000 ml beaker. Measure 60ml of 1N NaOH using a 150 ml measuring cylinder and add to the 10 g RHA samples in a 150 ml beaker. Stir the mixture constantly under boiling condition to synthesis the silica for 1 hr using a hotplate stirrer. Then, filter the solution through a Whatman No. 41 ashless filter paper and allow the filtrate to cool to room temperature. During cooling, prepare 1N Hydrochloric acid (HCl) by mixing 18g of HCl pellets with 500ml of distilled water in a 1000 ml beaker. Titrate the filtrate using the 1N HCl with constant stirring until the pH reaches 7 to allow the silica gels to precipitate and check the pH of the solution using a pH meter. Allow the silica gels to aged for 18 hrs in a 150ml beaker by covering it with aluminium foil to prevent any contamination. Wash the silica gels by adding 100ml of distilled water to the silica gels to break them up into a slurry form followed by centrifuging the slurries at 2500 rpm for 15 minutes and remove the supernatants. Repeat washing to further reduce the sodium content that is absorbed on the surface of micropores in the silica gel and dry the gels at 80°C for 12 hr to produce xerogels. The Energy Dispersive X-ray (EDX), Fourier transform infrared (FTIR) and Brunauer-Emmet-Teller (BET) analysis were performed to determine the characteristics of the extracted silica.

2.3 Mechanical testing process

The extracted silica and RHA samples was compared with commercial silica sand in cement based application. The comparison was carried out on the hardness of the concrete samples derived from different silica sources by Brinell hardness testing.

2.3.1 Preparation of concrete samples

Prepare the ingredients required for the production of high performance concrete based on the proportions shown in Table 2 below [12]. Mix the coarsest constituent (crushed limestone) with the finest one (silica) followed by next coarsest (sand) and next finest one (cement) on a flat surface for 2 minutes before each addition. Add half of the water to the dry mixtures prepared and mix them for 2 minutes. Repeat the addition of water process for about 10 minutes until all the water is added. After the mixing process, transfer the concrete mixtures into small containers to mold them into a shape that fits the hardness testing equipment. Dry the concrete samples in an oven at...
120°C for 7 days. Once the concrete samples are dried, carry out Brinell hardness testing to test and compare the strength of the different concretes.

### Table 2. Proportions to produce different concrete samples in 50g basis [12].

<table>
<thead>
<tr>
<th>Samples</th>
<th>Constituents</th>
<th>Amount required in gram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial silica</td>
<td>Cement</td>
<td>10.08</td>
</tr>
<tr>
<td>concrete</td>
<td>Commercial silica sand</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>Crushed limestone &lt; 10 mm</td>
<td>22.27</td>
</tr>
<tr>
<td></td>
<td>Sand &lt; 2 mm</td>
<td>13.30</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>3.24</td>
</tr>
<tr>
<td>RHA silica concrete</td>
<td>Cement</td>
<td>10.08</td>
</tr>
<tr>
<td></td>
<td>RHA</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>Crushed limestone &lt; 10 mm</td>
<td>22.27</td>
</tr>
<tr>
<td></td>
<td>Sand &lt; 2 mm</td>
<td>13.30</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>3.24</td>
</tr>
<tr>
<td>Extracted silica</td>
<td>Cement</td>
<td>10.08</td>
</tr>
<tr>
<td>concrete</td>
<td>Extracted silica</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>Crushed limestone &lt; 10 mm</td>
<td>22.27</td>
</tr>
<tr>
<td></td>
<td>Sand &lt; 2 mm</td>
<td>13.30</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>3.24</td>
</tr>
</tbody>
</table>

#### 2.3.2 Brinell hardness testing

The Gunt Universal Testing Machine WP 300 was used in this test together with a Vernier caliper and stopwatch. Before conducting the experiment, surface of the concrete sample are cleaned and loaded onto Gunt Universal Testing Machine WP 300. Apply 200 N of force onto the concrete sample and start the stopwatch. Remove the concrete sample from the applied force after 30s. The impression diameter is measured using a Vernier caliper because it is more accurate with error percentage of 0.05mm. 4 different sets of readings are recorded at different spot and an average is calculated from the results in order to minimise the error. Repeat the experiments for all the concrete samples and calculate the Brinell hardness number, HB, using Equation 2 below [13]. The HB determines the hardness of the concrete. Therefore, the hardness for the concrete samples derived from different silica source can be compared.

\[
HB = \frac{0.102\times F}{0.5\pi D(D-\sqrt{D^2-d^2})} \quad (2)
\]

Where,

- \(D\) = diameter of ball (10 mm)
- \(d\) = diameter of indentation, mm
- \(F\) = force applied, N

#### 3. Results and Discussion

##### 3.1 Physical examine of rice husk ash after combustion

The raw RHP was subjected to different combustion temperatures with a fixed initial weight of 50 g in 5 different flat crucibles with each carrying 10 g. The furnace
setting was fixed at 2 hr soaking time and also the heating and cooling rate to be 10 °C/min. The RHA produced was observed to have different colour changes as shown in Table 3. Based on the results obtained, the completely burned RH can be observed in grey to white colour, while partially burnt RHA is blackish due to carbon content. The higher combustion temperature (800 – 1000°C) at constant soaking time (2 hours) produces better quality of RHA with higher silica. Also, the size and shape of the crucible must be taken into consideration as they affects the quality of RHA significantly. A large flat surface with low edge crucible should be used instead of small surface with high edge crucible. This is to ensure the equal distribution of the RHA to allow good air circulation for sufficient supply of oxygen during the combustion process.

The range of combustion temperature was chosen according to TGA results from other studies. The combustion temperatures at 400, 600 and 800°C were set mainly to determine the temperature at which the carbon starts to deteriorates. At 355°C, pyrolysis is achieved whereby there is change of chemical composition and physical phase due to thermal decomposition of hemicellulose and cellulose of the RH in the absence of oxygen. At 530°C, combustion occurs to remove the carbon from the RH with the presence of oxygen [8, 13, 14]. Achieving the RHA with highest silica content is important for the concrete making process because the silica percentage affects the mechanical properties of the concrete. In this case, the RHA combusted at 800°C will be used as the sample for silica extraction and further incorporate both the RHA and extracted silica samples into concrete making.

Table 3. Physical observation of RHA after combustion

<table>
<thead>
<tr>
<th>Initial weight (g)</th>
<th>Combustion temperature (°C)</th>
<th>Rice husk ash</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>400</td>
<td></td>
<td>● Rough powder</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Blackish-grey in colour</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Incomplete combustion</td>
</tr>
<tr>
<td>50</td>
<td>600</td>
<td></td>
<td>● Fine powder</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Yellowish-white in colour</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Semi-complete combustion</td>
</tr>
<tr>
<td>50</td>
<td>800</td>
<td></td>
<td>● Fine powder</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Greyish-white in colour</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Complete combustion</td>
</tr>
</tbody>
</table>
3.2 Characterisation of raw materials

There are 4 samples to be analysed in this experiment. Each of them are subjected to different types of analysis as shown in Table 4 below.

Table 4. Identification of samples for different analysis.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>Sample Details</th>
<th>Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHP_Raw</td>
<td>Untreated rice husk powder</td>
<td>FTIR</td>
</tr>
<tr>
<td>RHA_800</td>
<td>Rice husk ash combusted at 800°C</td>
<td>FTIR, BET, EDX, Burn-off</td>
</tr>
<tr>
<td>Si_C</td>
<td>Commercial silica sand</td>
<td>FTIR, BET, EDX</td>
</tr>
<tr>
<td>Si_P</td>
<td>Extracted silica from RHA_800</td>
<td>FTIR, EDX</td>
</tr>
</tbody>
</table>

3.2.1 Burn-off analysis

This analysis was carried out to determine the percentage of carbon being removed from the RHP. The weight loss during the combustion process to produce the RHA with high silica content is calculated based on the burn off percentage. A firing temperature of 800°C with a fixed soaking time of 2 hours were carried out for the study of the burn-off analysis as shown in Table 5. The carbon burn-off percentage from the RHA can be calculated by using Equation 1 above. From the results obtained, the carbon burn-off percentage was as high as 86.3%. This shows that a complete combustion is not achieved as there are still traces of carbon found in the ash. To achieve complete combustion, the combustion temperature has to be increased.

Table 5. Burn-off analysis for RHA_800.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Initial weight (g)</th>
<th>Final weight (g)</th>
<th>Burn-off percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHP</td>
<td>50</td>
<td>6.85</td>
<td>86.3</td>
</tr>
</tbody>
</table>

3.2.2 Fourier Transform Infrared (FTIR) analysis

According to the Figure 1 below which shows the FTIR spectra for the samples, the RHP_Raw has no significant peaks that can be observed as compared to the other three samples. The other three samples have spectra with similar peaks in the similar positions. The most significant band can be seen at 1080 cm⁻¹ followed by a medium band at 790 cm⁻¹ and small band for Si_C at 680 cm⁻¹. The first and most significant band at 1080 cm⁻¹ shows the Si-O-Si asymmetric vibration as a result of the strong ionic character of Si-O group. As for the second band at 790 cm⁻¹, it corresponds to the symmetric stretching vibrations of internal tetrahedral as well as external linkages of SiO₄. The weakest band at 680 cm⁻¹ determines the nature phase of the silica and this shows that the Si_C is in the crystalline form [8, 15]. It is observed that there are slight differences in the peak for the three different samples at 1080 cm⁻¹. The samples produced from this experiment has broader band as compared to the Si_C. Theoretically, sharper peaks will have higher purity of silica particles as shown from EDX results. Therefore, the observation from FTIR results is not fully supported by the EDX results. The broader band of the experimental samples were caused by the presence of organic compound in the samples.
3.2.3 Brunauer-Emmett-Teller (BET) analysis

This analysis was carried out to determine the pore characteristics of the RHA_800 and Si_C sample by the physical adsorption of gas molecules onto the samples surface. The gas used as the absorbate is non-corrosive, nitrogen gas. From Figure 2 shows the nitrogen adsorption at constant temperature for the samples. However, the results for the Si_P sample were not included as they are contaminated during the storage which affects the results for this analysis. The adsorption isotherm for the RHA_800 and Si_C sample falls under the Type III category isotherm by referring to the IUPAC classification of physisorption isotherm [16, 17]. In the Type III isotherm, the presence of macro-pores (> 50 nm) is expected and the adsorbent-adsorbate interactions play an important role [18]. Based on the results obtained, the quantity of absorption increases at higher relative pressure and remains finite at saturation pressure (P/P₀ = 1). The RHA_800 and Si_C sample indicated a rapid nitrogen intake in the range of relative pressure 0.8 – 1. This indicates that the adsorbent-adsorbate interactions are relatively weak and no monolayer formation can be identified due to the molecular clustering around the most attracted sites on the surface of the macro-porous solid [17, 18].
As for the BET surface area, pore volume and the pore diameter, the results are presented in Table 6. Based on the results obtained, the pore diameter of the Si_C sample is in the range of macro-pore (> 50 nm). As for the RHA_800 sample, it is in the range of micro-pore (2 nm < pore width < 50 nm). Significant difference can be observed for the pore volume and surface area as well. The surface area to volume ratio for RHA_800 is higher as compared to Si_C. This increases the pozzolanic reactivity of RHA_800 to form cementitious properties which will result in better quality of concrete produced. However, these results obtained from the nitrogen adsorption are not entirely accurate due to the quadrupolar nature of the nitrogen molecule. It affects the orientation of the adsorbed nitrogen molecule on the adsorbent surface and also affects the micro-pore filling pressure. Furthermore, there are also problems related with pre-adsorbed nitrogen molecules as well. This will result in the pore filling pressure not clearly correlated to the pore size as the pre-adsorbed nitrogen blocks the entrance of the narrow micro-pores. In order to produce an accurate result, the operational temperature and choice of adsorptive should be considered [17, 18].

Table 6. Pore Characteristics of the samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Surface Area (m²/g)</th>
<th>Pore Volume (cm³/g)</th>
<th>Pore Diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHA_800</td>
<td>5.785</td>
<td>0.0624</td>
<td>43.169</td>
</tr>
<tr>
<td>Si_C</td>
<td>0.341</td>
<td>0.0077</td>
<td>90.530</td>
</tr>
</tbody>
</table>

3.2.4 Energy Dispersive X-ray (EDX) analysis

Three of the samples (RHA_800, Si_C and Si_P) are required to perform EDX analysis in this experiment to determine the silica composition of the samples. The visual images of the samples are shown in Figure 3-5 below. According to the results
obtained, it is observed that the extracted silica (Si\textsubscript{P}) contain the highest silica content of 84.15% followed by RHA (RHA\textsubscript{800}) and commercial silica sand (Si\textsubscript{C}) with the silica content of 75.03% and 70.62% respectively [8]. The other elements found in the samples are basically the metal impurities that are either failed to remove or contaminated during the storage of the samples. In this experiment, the alkaline extraction method carried out has the ability of extracting 84% purity of silica as shown from the EDX result. Furthermore, the carbon content in RHA\textsubscript{800} are reduced from 24.38% to 11.53% after extraction. Hence, instead of increasing the combustion temperature which will be more costly in terms of energy can production cost, the alkaline extraction method can be used as an alternative way to produce high silica content samples for the concrete making. This will benefits the user in terms of economically as well as environmentally. However, further analysis are required to check whether by incorporating the RHA and extracted silica in the concrete making will improve its mechanical properties or remained the same as compared to commercial silica sand.

Figure 3. EDX spectrum of RHA (RHA\textsubscript{800}).

Figure 4. EDX spectrum of Commercial silica sand (Si\textsubscript{C}).
3.3 Indentation Hardness testing

The indentation diameter of the concrete samples and the Brinell hardness number, HB, is calculated from **Equation 3**. The results are recorded and tabulated as shown in **Table 7**. The concrete derived from the commercial silica sand (Si_C) will act as a control sample which means the concrete derived from the RHA (RHA_800) and extracted silica (Si_P) will be benchmarking with commercial silica concrete as a reference. Based on the results obtained, the RHA concrete has the highest HB value of 0.978 followed by extracted silica concrete and commercial silica concrete with the HB value as 0.969 and 0.804 respectively. It can be observed that the RHA and extracted silica concrete have better hardness compared to the commercial silica concrete (control sample). Theoretically, if the silica content affects the hardness of the concrete, the extract silica concrete will have the highest HB value. In this case, the RHA concrete has the highest HB value and this is mainly due to the size of the silica. The size of the silica derived from RHA appears to be lowest 43.169 nm as shown from BET analysis. According to ISO/TS 80004-1:2010, the term “nano-porous” refers to the silica particles with size distribution < 100 nm and they are known as nanosilica. Incorporation of nanosilica in the concrete mixture will result in higher packed density which leads to lower water demand of the mixture and eventually improves the strength due to reduced capillary porosity [19–21]. Furthermore, it also increases the reaction with calcium hydroxide and water to form compounds with cementitious properties which improves the pozzolanic reactivity. As a result, the size of the silica is the contributing factor to the hardness of the concrete.

**Table 7. Indentation diameter and HB value of the samples with 200 N force applied.**

<table>
<thead>
<tr>
<th>Samples</th>
<th>Diameter (mm)</th>
<th>HB Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>di</td>
<td>d2</td>
</tr>
<tr>
<td>Si_P</td>
<td>5.40</td>
<td>5.40</td>
</tr>
<tr>
<td>Si_C</td>
<td>5.45</td>
<td>5.44</td>
</tr>
<tr>
<td>RHA_800</td>
<td>4.94</td>
<td>5.00</td>
</tr>
</tbody>
</table>
4. Conclusion

Rice husk can be considered as a valuable natural resource obtained from agricultural waste if utilised effectively. It is suitable for the cement based materials application such as concrete due to its high silica content ash. The ash can be produced by combusting at different temperatures and it is the contributing factor to producing high silica content of ash. This is due to the higher carbon removal at temperature 400 °C and above. Also, the silica has low solubility which makes it to be able to further purify by the alkaline extraction method. With the alkaline extraction method, around 84% of silica can be purified for the concrete making as well. The hardness of the concrete derived from the ash and extracted silica has shown to be acceptable through comparison with the concrete derived from commercial silica in this study. This has proven the viability of using RH as the silica source for concrete making instead of commercial silica. Therefore, it will be more economical by replacing the commercial silica with the RH in concrete making and this will further add value to the agricultural RH waste. Further improvements can be made in the future such as improving the quality of RHA used for the concrete making. This can be achieved by firing at higher temperature around 900 °C with a large flat surface and low edge crucible. Furthermore, other mechanical testing methods can be provided such as the compression, impact, and uniaxial testing to further determine the mechanical properties. Besides that, the durability of the concretes can also be tested such as its resistance to water penetration, carbonation, chloride penetration and seawater attack. This is to ensure the quality of the concrete derived from RH silica source is acceptable in different aspects of application in the construction industry.
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Abstract
Congo red is one of the most common synthetic dyes found in the industrial effluents such as textile and cosmetics industry. The untreated or poorly treated industrial dye effluents can cause significant impact to the mankind and environment. Coagulation/flocculation is known as the feasible method for dye wastewater treatment. In this study, Hibiscus sabdariffa seed have been proposed as an alternative natural coagulant to treat Congo red in wastewater. The jar test experiment is used to investigate the four important factors that influence coagulation/flocculation process, which are the initial dye concentration, pH, coagulant dosage and flocculants dosage. The colour intensity and turbidity are the measures of Congo red removal. Respond Surface Methodology (RSM) is used to determine the optimum working conditions for the coagulation/flocculation. The regression and variance analysis are determined by using a statistical software, Minitab 16.0 to evaluate the accuracy of the model. This study also compare the ability of Hibiscus sabdariffa as natural coagulant/flocculant with alum and polyacrylamide as chemical coagulant and flocculant. The analysis shows the pH and initial dye concentration have significant effect on the turbidity and colour removal. The optimum working conditions for coagulation/flocculation using Hibiscus sabdariffa in Congo red removal are pH 2, initial dye concentration of 229 ppm, coagulant dosage of 709 mg/l and flocculant dosage of 7.2 mg/l. At these optimized conditions, the Congo red removal for natural coagulant/flocculant is comparable and more efficient than the chemical treatment, at which the turbidity removal and the colour removal are 80% and 97.3% for Hibiscus sabdariffa and 68% and 90% for chemical treatment. The result obtained is similar to the predicted result from RSM. Therefore, Hibiscus sabdariffa is an ideal alternative for the chemical coagulant in term of Congo red removal.

Keywords: Congo red; Coagulation/flocculation; Natural coagulant; Hibiscus sabdariffa
1. Introduction

Dyes are the most widely used synthetic chemicals in various industries, which are ranging from textile, cosmetics, pharmaceutical, plastic to food industry [1]. The statistics according to [2] shows that there are approximately ten thousands of different commercial dyes and pigments exist, and the production of dyes annually is reported to be more than 700,000 tons worldwide. An estimation of 10 – 15% of the synthetic dyes produced are released as effluents to the environment during the dyeing process. This phenomena has caused significant impact to the mankind and environment because most of the dyes are toxic, mutagenic and carcinogenic [3].

Most of the dyes are synthetic chemical compounds that cause damage to aquatic life and human being because of its complex aromatic structure. Congo red (CR) is one of the most common dyes that is found in the effluents from textiles, printing, dyeing, paper, rubber and plastics industries. CR is a benzidine-based anionic diazo dye and it is difficult to biodegrade due to its structural stability in nature [1]. The discharge of coloured wastewater into the natural stream or river prevent the sunlight diffusion into the water and hence limiting the photosynthesis process of the aquatic plant [4]. This will threaten the aquatic life because of the insufficient oxygen in water. The present of dyes also cause human’s health on the risk of waterborne diseases. The body’s immune system could not break down the dyes and thus gastrointestinal symptoms occur such as nausea, vomiting and diarrhea. Therefore, many researches related to removal of CR are ongoing throughout the years. Different methods of CR removal have been established in order to identify the most effective and feasible one [1].

The current technologies available in treating or removing dyes consist of CR are ozonation, membrane separation, adsorption by activated carbon and coagulation/flocculation. Each treatment has its merits and limitation in application [3]. In recent decades, physicochemical methods such as coagulation and flocculation has drawn much attention from the researchers due to its feasibility for dye wastewater treatment. However, research shows that conventional coagulation produces aluminum residual in treated water has been related to serious health issues such as the development of Alzheimer disease [5]. Hence, studies on the use of natural coagulants for CR removal are conducted to overcome this issue. The naturally prepared coagulants for colour removal gained much development over the years [2]. Despite chemical cost saving, the natural coagulants would improve the characteristic of produced sludge for safe utilizing or disposal [6].

Natural coagulants extracted from microorganisms, animals and plants are used as ideal alternative for coagulation/flocculation. The natural coagulant from plants are Moringa oleifera seed, Common bean and Nirmali seed [7]. The presence of positively or negatively charged polymers in plants contribute to their coagulating property. For example, the presence of water soluble cationic coagulant protein in Moringa oleifera seed, anionic polyelectrolyte in Nirmali seed and the crude extracts of common bean are the contributing factors to exhibit coagulating characteristic of plants [7].
In this study, the use of Hibiscus sabdariffa seed in CR removal through coagulation/flocculation process is extensively studied. The significant factors that affect the performance of Hibiscus sabdariffa seed in CR removal are investigated. The optimum working conditions for Hibiscus sabdariffa is studied by using Minitab 16.0. A comparison of the CR removal is carried out by using natural coagulant and chemical coagulant to compare their effectiveness of CR removal.

2. Material and methods

2.1. Preparation of natural coagulant

The raw Hibiscus sabdariffa flower was purchased from the Kubah Ria market in Kuching, Sarawak, Malaysia. The petals were removed and capsule containing the seed was collected. The seed of Hibiscus sabdariffa was removed from its capsule and was dried in the oven under 60 °C. The active coagulating agents in the seed powder was extracted using sodium chloride solvent, NaCl. In this experiment, 1 g of Hibiscus sabdariffa seed was added into 100 ml of 0.5M of NaCl solution to produce 1% w/v of natural coagulant [8]. The mixture solution was blended using an ordinary food blender for 2 min [9], then the aqueous solution (filtrate) was filtered out [10]. The filtrate was readily used as the natural coagulant. Theoretically, the concentration of coagulant is 10,000 mg/l. In order to achieve optimum result, the coagulant was prepared each time before the experiment to avoid degradation [9].

2.2. Congo red dye

The anion dye, CR was supplied by “Systerm Chemical Company” with the concentration of 0.1% at reagent grade (1000 ppm). The synthetic wastewater was prepared by diluting the dye with the appropriate amount of distilled water. The initial dye concentration of CR solution used in the experiment was between 40 and 400 ppm [11]. The pH of the solution was manipulated using 1 M of hydrochloride acid or 1 M of sodium hydroxide ([2], [9]).

2.3. Experimental Design

Beaker tests was used in conducting the experiment. The experiment was carried out in batches which involve rapid mixing, slow mixing and sedimentation. The coagulation/flocculation process was done by using Hibiscus sabdariffa seed extract as the coagulant and flocculants. The beakers was initially filled with 500 ml of synthetic dye solution prepared earlier with desired pH [9]. The coagulants was added to the beakers right before the 1 minute of rapid mixing at 95-100 rpm [12]. This was followed by a slow mixing at 45-50 rpm for 20 minutes after the flocculants was added [13]. The impeller was removed and the flocs formed was allowed to settle and stabilize for 60 min [14].

The two responses measured in the experiment are turbidity removal and colour removal. The colour removal of the synthetic dye wastewater was analyzed using a UV-
spectrophotometer with the wavelength of CR is 500 nm [3]. The turbidity removal was measured using a hand-held turbidimeter [1], [15].

The percentage of removal of parameter was calculated using the formula below [10]:

$$\text{Removal of parameter in percentage} = 100 \times \frac{C_i - C_f}{C_i}$$

(1)

Where $C_i$ is the parameter before treating; $C_f$ is the parameter after treating

2.4. Response surface methodology

RSM is a mathematical and statistical analysis technique to describe the behavior of a data set based on the fit of a polynomial equation to the data. RSM is useful when a response or a set of responses of interest are influenced by several variables. The best system performance can be obtained by optimizing the levels of these variables [16]. In this experiment, the four independent variables (factors) are pH of the synthetic dye, initial dye concentration, dosage of coagulant and dosage of flocculants while the two responses (parameters) are colour removal and turbidity removal. In consideration of the large number of variables and responses in the experiment, RSM is used in the optimization. From the previous study, Box-Behnken design has been used to investigate the optimum working conditions of cactus Opuntia ficus-indica in coagulation/flocculation of textile effluents [8].

Box-Behnken is a type of response surface design that consist of combinations at the midpoints and edges of the experiment. This design method was employed in the study. This quadratic response surface design ensures all the design points (experiment runs) fall within the safe operating zone. Besides that, it consists of fewer design points compare to other designs such as central composite design at the same number of factors. In this case, the design is known as three-level, four-variable Box-Behnken design in order establish empirical relationships between the two responses and the four factors. The real value of each variable is transformed into coordinates within a scale with dimensionless coded values from -1 to 1, where -1 is low, 0 is central and 1 is high as shown in Error! Reference source not found.1 [17]. For three-level, four-variable Box-Behnken design in this study, the number of experiment required is 27 runs including three replicates at the centre point,0. The experiments was conducted in a random order.
Table 1: Levels of each independent variable for RSM

<table>
<thead>
<tr>
<th>Factor</th>
<th>Low (-1)</th>
<th>Central (0)</th>
<th>High (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH, $x_1$</td>
<td>2</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>Initial dye concentration, $x_2$ (mg/l)</td>
<td>40</td>
<td>220</td>
<td>400</td>
</tr>
<tr>
<td>Coagulant dosage, $x_3$ (mg/l)</td>
<td>300</td>
<td>1050</td>
<td>1800</td>
</tr>
<tr>
<td>Flocculants dosage, $x_4$ (mg/l)</td>
<td>1</td>
<td>8</td>
<td>15</td>
</tr>
</tbody>
</table>

The coded values of each level and polynomial equation model are obtained by using equation below [8]:

\[
x_i = \frac{x_i - X_0}{X_1 - X_0}
\]

\[
y = \beta_0 + \sum_{i=1}^{a} \beta_i x_i + \sum_{i=1}^{a} \beta_{ii} x_i^2 + \sum_{i=1}^{a} \sum_{j=i+1}^{a} \beta_{ij} x_i x_j
\]

Where $x_i$ is the coded value for each factor, $X_1$ is the actual value of each factor, $X_0$ is the actual value of each factor at the central point, $X_i$ is the different between the level of factor, $\beta_0, \beta_i, \beta_{ii}, \beta_{ij}$ are the regression coefficients and $y$ is the response value predicted by the model.

The regression and variance analysis of the data was carried out using Minitab 16.0, which is a statistical software [17]. The fitness of the models was evaluated using ANOVA and the determination coefficient, $R^2$. The t-test was conducted to determine the significant of the parameters for the model [8].

2.5. Comparison of optimized natural coagulant with chemical coagulant

Aluminum sulphate (alum) and polyacrylamide were used as the chemical coagulant and flocculant respectively. According to the finding from [18], the optimum conditions for chemical coagulant and flocculation are pH 5.3 and alum dosage of 200 mg/l and polyacrylamide dosage of 1mg/l [19]. The optimum conditions for Hibiscus sabdariffa were obtained from the RSM optimization and comparison was performed between the two coagulation/ flocculation processes.

3. Result and Discussion

3.1. Model Fitting

The quadratic regression coefficient is used to predict the quadratic polynomial models for the percentage of turbidity removal ($Y_1$) and colour removal ($Y_2$) [20]. The regression coefficient for the turbidity and colour removal are obtained by least squares
The method technique using statistical software, Minitab 16.0. The coefficients are shown in Table 2 and Table 3 respectively.

### Table 2: Predicted Regression coefficient of the polynomial model for turbidity removal

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Regression coefficient</th>
<th>Standard error</th>
<th>t – Value</th>
<th>p – Value</th>
<th>Significant level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>191.534</td>
<td>455.639</td>
<td>0.420</td>
<td>0.682</td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X₁</td>
<td>-46.633</td>
<td>56.564</td>
<td>-0.824</td>
<td>0.426</td>
<td></td>
</tr>
<tr>
<td>X₂</td>
<td>0.438</td>
<td>1.503</td>
<td>0.292</td>
<td>0.776</td>
<td></td>
</tr>
<tr>
<td>X₃</td>
<td>-0.006</td>
<td>0.377</td>
<td>-0.017</td>
<td>0.987</td>
<td></td>
</tr>
<tr>
<td>X₄</td>
<td>-7.767</td>
<td>37.919</td>
<td>-0.205</td>
<td>0.841</td>
<td></td>
</tr>
<tr>
<td>Square</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X₁²</td>
<td>-2.908</td>
<td>2.958</td>
<td>-0.983</td>
<td>0.345</td>
<td></td>
</tr>
<tr>
<td>X₂²</td>
<td>-0.003</td>
<td>0.002</td>
<td>-1.442</td>
<td>0.175</td>
<td></td>
</tr>
<tr>
<td>X₃²</td>
<td>0.000</td>
<td>0.000</td>
<td>0.131</td>
<td>0.898</td>
<td></td>
</tr>
<tr>
<td>X₄²</td>
<td>0.994</td>
<td>1.509</td>
<td>0.659</td>
<td>0.523</td>
<td></td>
</tr>
<tr>
<td>interaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X₁ X₂</td>
<td>0.281</td>
<td>0.095</td>
<td>2.957</td>
<td>0.012</td>
<td>**</td>
</tr>
<tr>
<td>X₁ X₃</td>
<td>-0.001</td>
<td>0.023</td>
<td>-0.044</td>
<td>0.965</td>
<td></td>
</tr>
<tr>
<td>X₁ X₄</td>
<td>-0.051</td>
<td>2.439</td>
<td>-0.021</td>
<td>0.984</td>
<td></td>
</tr>
<tr>
<td>X₂ X₃</td>
<td>0.000</td>
<td>0.001</td>
<td>-0.124</td>
<td>0.904</td>
<td></td>
</tr>
<tr>
<td>X₂ X₄</td>
<td>-0.031</td>
<td>0.068</td>
<td>-0.459</td>
<td>0.655</td>
<td></td>
</tr>
<tr>
<td>X₃ X₄</td>
<td>0.001</td>
<td>0.016</td>
<td>0.043</td>
<td>0.967</td>
<td></td>
</tr>
</tbody>
</table>

** ** p < 0.05; *** p < 0.01

### Table 3: Predicted Regression coefficient of the polynomial model for colour removal

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Regression coefficient</th>
<th>Standard error</th>
<th>t – Value</th>
<th>p – Value</th>
<th>Significant level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>130.104</td>
<td>15.2379</td>
<td>8.538</td>
<td>0.000</td>
<td>***</td>
</tr>
<tr>
<td>Linear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X₁</td>
<td>-28.377</td>
<td>1.8916</td>
<td>-15.001</td>
<td>0.000</td>
<td>***</td>
</tr>
<tr>
<td>X₂</td>
<td>0.118</td>
<td>0.0503</td>
<td>2.339</td>
<td>0.037</td>
<td>**</td>
</tr>
<tr>
<td>X₃</td>
<td>0.019</td>
<td>0.0126</td>
<td>1.477</td>
<td>0.165</td>
<td></td>
</tr>
<tr>
<td>X₄</td>
<td>-0.620</td>
<td>1.2681</td>
<td>-0.489</td>
<td>0.634</td>
<td></td>
</tr>
<tr>
<td>Square</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X₁²</td>
<td>1.560</td>
<td>0.0989</td>
<td>15.776</td>
<td>0.000</td>
<td>***</td>
</tr>
<tr>
<td>X₂²</td>
<td>-0.0001</td>
<td>0.0001</td>
<td>-2.494</td>
<td>0.028</td>
<td>**</td>
</tr>
<tr>
<td>X₃²</td>
<td>0.000</td>
<td>0.0000</td>
<td>-0.699</td>
<td>0.498</td>
<td></td>
</tr>
<tr>
<td>X₄²</td>
<td>0.023</td>
<td>0.0505</td>
<td>0.465</td>
<td>0.651</td>
<td></td>
</tr>
<tr>
<td>interaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X₁ X₂</td>
<td>-0.008</td>
<td>0.0032</td>
<td>-2.380</td>
<td>0.035</td>
<td>**</td>
</tr>
<tr>
<td>X₁ X₃</td>
<td>0.000</td>
<td>0.0008</td>
<td>0.447</td>
<td>0.663</td>
<td></td>
</tr>
<tr>
<td>X₁ X₄</td>
<td>-0.005</td>
<td>0.0816</td>
<td>-0.059</td>
<td>0.954</td>
<td></td>
</tr>
<tr>
<td>X₂ X₃</td>
<td>0.000</td>
<td>0.0000</td>
<td>-1.581</td>
<td>0.140</td>
<td></td>
</tr>
<tr>
<td>X₂ X₄</td>
<td>0.000</td>
<td>0.0023</td>
<td>0.135</td>
<td>0.895</td>
<td></td>
</tr>
</tbody>
</table>
The regression coefficient is tested with t-test and the p-Value with less than 0.05 is significant while p-Value with less than 0.01 is highly significant [20]. For the turbidity removal, the interaction between the pH and the initial dye concentration is significant (P < 0.05). On the other hand, for the colour removal, the linear and square term of pH (X_1) are highly significant (P < 0.01). The linear and square term of initial dye concentration are tested to be significant (P < 0.05). The interaction between pH and initial dye concentration is significant for the response of the colour removal (P < 0.05). The quadratic polynomial models for turbidity removal (Y_1) and colour removal (Y_2) are generated based on the coefficients as shown below [16]:

\[
Y_1 = 0.281X_1X_2 \\
Y_2 = 130.104 - 28.377X_1 + 0.118X_2 + 1.560X_1^2 - 0.0001X_2^2 - 0.008X_1X_2
\]

3.2. Diagnostic checking of the fitted models: Analysis of Variance (ANOVA)

ANOVAs are carried out for the two models, Y_1 and Y_2 on the significant error between the independence variables [20]. The results are summarized in Table 4 and Table 5.

The ANOVA test in Table 4 shows that the regression model for the data on the turbidity removal is not significant (p > 0.05) and there is significant lack-of-fit for the turbidity removal (p < 0.01). The pure error for the model’s ANOVA is small (4%). The ANNOVA result indicates that the empirical model, equation (4) is not able to accurately represent the actual relationships for turbidity removal at certain situation. Thus, the interaction of the variables for turbidity removal is not considered.

Table 4: ANOVA of the effect of the variable as linear, square and interaction on the turbidity removal

<table>
<thead>
<tr>
<th>Source</th>
<th>Degree freedom of Sum squares</th>
<th>of Mean square</th>
<th>F ratio</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>14</td>
<td>768888</td>
<td>54921</td>
<td>1.88</td>
</tr>
<tr>
<td>Linear</td>
<td>4</td>
<td>373717</td>
<td>7777</td>
<td>0.27</td>
</tr>
<tr>
<td>Square</td>
<td>4</td>
<td>133467</td>
<td>33367</td>
<td>1.14</td>
</tr>
<tr>
<td>Interaction</td>
<td>6</td>
<td>261704</td>
<td>43617</td>
<td>1.50</td>
</tr>
<tr>
<td>Residue error</td>
<td>12</td>
<td>349879</td>
<td>29157</td>
<td></td>
</tr>
<tr>
<td>Lack-of-fit</td>
<td>10</td>
<td>349875</td>
<td>34988</td>
<td>18656.92</td>
</tr>
<tr>
<td>Pure error</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>26</td>
<td>1118767</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The ANOVA test in Table 5 shows that regression model for the data on the colour removal is highly significant \( (p < 0.01) \). The lack-of-fit of the model is not significant \( (p > 0.01) \) and the pure error for the model’s ANOVA is very small \( (1.7\%) \). These indicate that the empirical model, equation (5) is able to represent the actual relationships among the variables for colour removal. Therefore, the interaction between variables for colour removal is discussed.

Table 5: ANOVA of the effect of the variable as linear, square and interaction on the colour removal

<table>
<thead>
<tr>
<th>Source</th>
<th>Degree of freedom</th>
<th>Sum squares</th>
<th>Mean square</th>
<th>F ratio</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>14</td>
<td>31454.7</td>
<td>2246.76</td>
<td>68.90</td>
<td>0.000</td>
</tr>
<tr>
<td>Linear</td>
<td>4</td>
<td>20056.1</td>
<td>2601.84</td>
<td>79.79</td>
<td>0.000</td>
</tr>
<tr>
<td>Square</td>
<td>4</td>
<td>11124.6</td>
<td>2781.16</td>
<td>85.29</td>
<td>0.000</td>
</tr>
<tr>
<td>Interaction</td>
<td>6</td>
<td>273.9</td>
<td>45.66</td>
<td>1.40</td>
<td>0.291</td>
</tr>
<tr>
<td>Residue error</td>
<td></td>
<td>391.3</td>
<td>32.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack-of-fit</td>
<td>10</td>
<td>389.6</td>
<td>38.96</td>
<td>44.87</td>
<td>0.022</td>
</tr>
<tr>
<td>Pure error</td>
<td>2</td>
<td>1.7</td>
<td>1.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>26</td>
<td>31864.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3. Respond Surface Plotting and Optimization

From the regression analysis, the significant interaction variables in the fitted models are the pH of the solution, \( X_1 \) and the initial dye concentration, \( X_2 \) for colour removal. The relationship can be clearly shown in the three-dimensional response surfaces plots and contour plots from Figure 1 to Figure 3 [20].

![Surface Plot of Colour Removal vs IDC, pH](image)

Figure 1: Response surface and contour plots of the colour removal against initial dye concentration and pH
The response surface and contour plots from Figure 1 to Figure 3 show that the colour removal is favourable at low pH regardless of the other factors. In general, the percentage of colour removal is greater than 90% at below pH 3. The percentage of colour removal drops drastically as the pH increases from 3 to 9 while it experiences slight increment from pH 9 to 12. The effect of initial dye concentration on the colour removal, range from 40 to 400 ppm, can be observed from the response surface plot in Figure 1. The moderate initial dye concentration has given the highest colour removal. Figure 2 shows the response surface plot for colour removal against the pH and coagulant dosage. An increasing trend of colour removal is observed as the coagulant dosage increases until a maximum colour removal is achieved. The colour removal drops slightly beyond the maximum coagulant dosage. The response surface plot of colour removal against flocculant dosage and pH is shown in Figure 3. From the graph, the change in flocculant dosage does not cause major effect on the colour removal. The highest percentage of colour removal achieved is at flocculant dosage of 11 mg/l.
The optimization of the factors is analyzed by using Minitab 16.0. The optimum conditions for both turbidity removal and colour removal are pH 2, initial dye concentration of 229 ppm, coagulant dosage of 709 mg/l and flocculant dosage of 7.2 mg/l. The optimum working factors have taken into consideration of all the relationship between the independent variables discussed. With these optimum conditions, the predicted turbidity removal is 80.0% and the predicted colour removal is 97.3%. On the other hand, the experimental result of the optimum conditions has 75% turbidity removal and 98% of colour removal. These results further strengthen the predicted result from the optimization.

3.4. Comparison of Natural and Chemical Coagulant/ Flocculant

The coagulation/ flocculation process was performed by using chemicals, the alum and polyacrylamide. The result obtained from this experiment can be used to compare the CR removal capability using chemical and natural coagulant/ flocculant. Figure 4 shows the result of the CR removal of both natural and chemical coagulant/flocculant. The chemical coagulant/ flocculant result in turbidity removal of 68% and colour removal of 90%. On the other hand, natural coagulant/ flocculant, Hibiscus sabdariffa shows a better result of 75% of turbidity removal and 98% of colour removal. From this experiment, Hibiscus sabdariffa is more efficient than chemical coagulant/flocculant. Therefore, Hibiscus sabdariffa is considered an ideal alternative for chemical coagulant in term of the CR removal performance.

![Comparison of natural and chemical coagulant](image)

Figure 4: Congo red removal of natural coagulant and chemical coagulant

3.5. pH

The pH plays important role in the coagulation and flocculation processes. The important of pH can be shown in the high significant level from the regression and ANOVA as well as the previous studies [11]. The pH for the experiment is manipulated between 2 to 12. From the result in Figure 2, the percentage of colour removal fall drastically when
the pH increase from 3 to 9. This phenomena can be explained by the electrostatic charges around the coagulating agents [2]. The coagulating agent extracted from the Hibiscus sabdariffa seed consist of cationic amino group such as glutamic acid and aspartic acid [21]. Therefore, acidic solution is favourable to protonate the cationic amino group. The result also shows slight increment in the percentage of colour removal from pH 9 to 12. This is because the coagulating agents consist of a small amount of anionic amino group which is favour for alkali condition. For example arginine act as the anionic amino group in the coagulating agent.

3.6. Initial dye concentration

The initial dye concentration is also one of the most important factors that will affect the percentage of colour removal. The initial dye concentration is tested between the ranges of 40 ppm to 400 ppm. From the result analysis in Figure 1, the percentage of colour removal increases with the initial dye concentration until maximum at 220 ppm. Beyond 220 ppm, the percentage of colour removal drops as the dye concentration increases. These result can be explained by the particle-polymer-particle complex formation theory [12]. The coagulating agent acts as the polymer molecule with sites for the colloid particles. When the dye concentration is saturated (220ppm), there is no more polymer with available site for the colloid particle. Thus, the percentage of removal drops beyond the saturation point.

3.7. Coagulant dosage

From the experiment, the range of coagulant dosage is tested from 300 mg/l to 1800 mg/l [22]. The optimum coagulant dosage of hibiscus sabdariffa is determined from the experiment as 709 mg/l. The coagulation process may not have sufficient charges for effective homogeneous removal at low coagulant dosage. Thus higher coagulant dosage will increase the removal. On the other hand, re-stabilization or re-dispersion may occur at high coagulant dosage [14]. The formed flocs is dissolved into the solution and cause inefficient removal. Therefore, an optimum dosage of coagulant is desirable for coagulation/ flocculation process.

3.8. Flocculant dosage

The flocculant dosage test in the experiment is from 1 mg/l to 15 mg/l. The optimum flocculant dosage determined from the experiment is 7.2 mg/l. From the result of the experiment in Figure 3, the change in flocculant dosage does not affect much on the colour removal of the Congo red. Flocculant promotes higher aggregation between colliding particles. However, overdose of flocculant will cause re-dispersion [14]. Therefore, the flocculant dosage beyond 7 mg/l is not favourable.

4. Conclusions

In conclusion, the study shows that Hibiscus sabdariffa is an ideal alternative for the Congo red removal in dye wastewater treatment. The factors that have significant effect
on the CR removal are pH and initial dye concentration. At optimum working conditions of pH 2, initial dye concentration of 229 ppm, coagulant dosage of 709 mg/l and flocculant dosage of 7.2 mg/l, the turbidity removal and colour removal are 80% and 97.3%. The comparison of Hibiscus sabdariffa with chemical coagulant also shows Hibiscus sabdariffa has the better CR removal ability than chemical coagulant. This indicates that Hibiscus sabdariffa is able to perform as alternative toward the chemical coagulant. The use of Hibiscus sabdariffa in dyes industries would definitely lower the cost of the wastewater treatment. Besides that, human’s health is protected from the hazardous chemical residue such as alum found in the treated water. From the research, there are future studies that could enhance the development of Hibiscus sabdariffa as natural coagulant/ flocculant. For example future studies could focus on the real industrial dyes wastewater rather than synthetic wastewater for more industrial-based study. Besides that, the settling time of the flocs can be studied in the future work because it would potentially affect the flocculant dosage.
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Abstract
The aim of this experiment is to study the phytochemical content of Malaysian fruit (Myristica Fragrans) commonly known as Nutmeg. This study also includes the optimization of extraction conditions for both Soxhlet and Ultrasonic Extraction to yield the highest Total Phenolic Content, Total Flavonoid Content and DPPH Scavenging Activity of Nutmegs using Response Surface Methodology (RSM). Soxhlet Extraction was carried out with different extraction time and type of solvent. However, Ultrasonic Assisted Extraction is carried out with different extraction time, Concentration of Solvent and temperature of Ultrasonic Waterbath. It was shown that the optimum value TPC, TFC and DPPH Scavenging activity of Soxhlet Extraction on Nutmegs are 12.290 mg GAE/100g DW, 17.09 mg QE/100 g DW and 95.837% respectively with a desirability of 0.671. The optimum condition for Soxhlet extraction of Nutmegs to obtain optimum yield of TPC, TFC and DPPH Scavenging are by using Methanol as the extracting solvent at 184 min extraction time. However, Ultrasonic Assisted Extraction of nutmegs are 28.722 GAE/100g DW, 46.600 QE/100 g DW and 98.565% respectively with a desirability of 0.977. The optimum condition for Ultrasonic Assisted extraction of Nutmegs to obtain optimum yield of TPC, TFC and DPPH Scavenging are by extracting Nutmeg at 40.512 minutes at 49.99 ℃ and at 40% ethanol concentration

Keywords: Myristica Fragrans, phytochemical content, Soxhlet Extraction Ultrasonic Assisted Extraction, Response Surface Methodology
1. Introduction

Fruits and vegetables are known to be a part of a healthy diet. A diet rich in vegetables and fruits can reduce blood pressure, risk of heart disease and stroke. Research have also proven that fruits and vegetables can prevent some types of cancer, reduce the risk of eye and digestive problems. It also have a positive effect upon blood sugar which can aid keep appetite in check [1]. These health benefits is studied to be associated with high antioxidant activity which inhibits the activity of reactive oxygen species (ROS) which can be found in fruits and vegetables [2]. Antioxidants protect cells against free radical damage which damages cells by preventing or delaying oxidative damage of lipids, proteins and nucleic acid caused by ROS [3]. Examples of antioxidant that protect against these diseases are beta-carotene, lutein, lycopene, vitamin A, vitamin C and vitamin E [4].

Polyphenols are the most lavish antioxidant in the diet of fruits and vegetables compared to other classes of phytochemicals due to their ability to neutralize free radicals. Besides that polyphenols also delay or strengthens many enzymes. Phenolic compounds such as flavonoids and carotenoids from fruits and vegetables has major health benefits such as anti-bacterial and anti-inflammatory actions. For an example, this antioxidant improve cell survival and as prooxidants induce apoptosis and prevent growth of tumor. However flavonoid, are phenolic substance that has the ability to reduce free radical formation. Flavonoids are also known to reduce chances of cardiovascular diseases and to impede lipid peroxidation and platelet aggregation.

Extraction is defined as separation of active portions of plant from the inactive or inert components by using selective solvents in standard extraction methods. The extract obtained are commonly used as medicinal agents. Therefore it is important to standardize and optimize extraction procedures as it contributes tremendously to the final quality of the outcome [5]. The most commonly used extraction method is maceration, however, it is time consuming. Modern extraction methods have been developed to increases the efficiency of extraction of organic compound such as Ultrasonic Extraction and Soxhlet Extraction. The Ultrasonic Extraction is a modified maceration method facilitated by the use of ultrasound [6]. It increases the permeability of cell walls and produces cavitation [5]. The cellular breakdown increases the solubization of metabolites in the solvent and improves extraction yields [6] Soxhlet Extraction is defined as a refluxing solvent repeatedly washes the solid extracting a desired compound into the flask [7]. It is a continuous process which can be extracted in a large amount with smaller quantity of solvent. It is economical in terms of time, energy and financially [5].

Other than that, parameters manipulated through the extraction methods are also important to standardize and optimize extraction procedures such as type of solvent used for extraction process. Alcoholic solvents are generally used to extract phenolics from natural sources because although they are not highly selective to phenols, they give a high yield of total extract. Mixtures of solvent and water is to be more competent in extracting phenolic constituents than the mono-component solvent system as it concerns its polarity. Research stated that antioxidant compound can be most effectively extracted in ethanol solvent [8]. Extraction time also plays a vital role in the optimization of extraction process. Extract increases with increasing time,
however, due to the exposure to unfavourable environment aspects like temperature, light and oxygen, extended extraction time increases the chance of decomposition and oxidation of phenolic compound [9]. Lastly, increase in temperature increases the effectiveness of extraction process as the temperature increases, the solvent viscosity decreases, an increase of solubility and diffusion coefficients of phenolics, also enhancing mass transfer and penetration of solvent into plant matrix. However an increases in temperature can also weaken the phenol-protein and phenol polysaccharide interaction in plant material resulting to decomposition of antioxidants [9].

Several studies has showed that Nutmegs (*Myristica Fragrans*) is associated with various health benefits. It has many applications in culinary, pharmaceutical and cosmetic industries. This fruit can be easily found in the islands near Indonesia, Malaysia, Caribbean and tropical areas of the world such as Southern India. These fully grown trees can reach about 50 to 60 feet in height and is the source of nutmeg and mace. Nutmeg is a delicate, slightly sweet spice which is used as spice and flavouring agent in the food industry. This fruit consist of four parts which are the skin, fruit, mace and seed. The fruit is a drupe which up on ripening splits-up to reveal ingle centrally situated oval shaped kernel known as nutmeg spice. The sed kernel enwrapped by crimson-red, lacy or thread like arils known as mace [10]. The nutmeg tree is also popularly known for its essential oils that are originated from the tree and leaves. These essential oils of nutmeg extract are very beneficial to health and are vastly used as alternative and herbal medicine.

Figure 1 *Myristica Fragrans* (Nutmeg)[12]

As mentioned above, nutmeg due to its nutritive content of vitamins, minerals and organic compounds has many health benefits. These benefits also includes dietary fibre, manganese, vitamin B6 etc. Nutmeg has a natural pain-relieving characteristics. It can reduce associated pain from wounds, injuries, strains and chronic inflammation such as arthritis. Other than that, according to research nutmeg stimulates the digestive
process by promoting peristaltic motion in the smooth muscle of intestine. It also reduces the discomfort of constipation and other intestinal issue as fiber content in nutmeg can bulk up the bowel movements. Nutmeg are very well known as the king of spices when it came to oral health because it helps conditions such as halitosis, known as bad breath. This is due to the active antibacterial components of nutmeg kills the bacteria that causes this condition and boosts the immunity of gums and teeth. Among the health benefits attained by nutmeg is the potential use against cancerous cells. Research has shown that a methanolic compound in nutmeg and its essential oil can induce cell death in leukemia cells, which stops the spread of cancer. Lastly the mineral content of nutmeg is known to maintain organ function. Among them are potassium which relaxes blood vessels therefore reducing blood pressure and lowering cardiovascular diseases [11].

2. Research Methodology
2.1. Material and Method

2.1.1. Fruit Material

Nutmeg (*Myristica Fragrans*) was purchased from a fruit supplier in Penang, Malaysia. Nutmegs were washed with tap water followed by distilled water and then peeled. The fruits were cut into small pieces and the seed was disposed. Then the fruits were dried in a hot air oven at 60°C for 36 hours. A mixer grinder was used to pulverize the fruit.

2.1.2. Chemicals

Ethanol, methanol, ethyl acetate, 2,2-diphenyl picryl hydrazyl (DPPH), Folin Ciocalteau reagent, Sodium Carbonate, Gallic acid Aluminium Trichloride, Sodium nitrite, Sodium Hydroxide and Quercetin. All solvent were purchased from Syntertec Enterprise.

2.1.3. Apparatus

Waterbath, Soxhlet extractor, Ultrasonic cleaner, Centrifudger, UV-Vis Spectrophotometer, centrifuge tubes, beakers, measuring cylinder, Whatman No. 1 filter paper, Aluminium foil, Micropipettes.

2.1.4. Extraction

The two different extraction processes are investigated to obtain optimum extraction condition are ultrasonic extraction and Soxhlet extraction. Extraction condition are varied according to respective process. Solid to solvent ratio used is 1:20 for both extraction process.

2.1.5. Soxhlet Extraction

Grinded fruit were placed into the thimble. It is then filled with 150 ml of solvent. The soxhlet extractor is placed in a water bath. The variables varied for this process are extraction time which are 180, 210 and 240 minutes and type of solvent which are
methanol, ethanol and ethyl acetate. The temperature of waterbath is maintained at boiling point of each solvent for respective sample.

2.1.6 Ultrasonic Extraction

Grinded fruit were placed into beakers labelled with respective condition. Beaker is then filled with 150 ml of solvent. Ethanol is used as solvent for this extraction process. The beakers are then placed in the ultrasonic cleaner. The variables varied for this process are extraction time which are 40, 60 and 80 minutes, temperature of condition which were 30, 40 and 50 °C and solvent concentration which are 40%, 50% and 60%. Frequency is maintained at 100% for optimum extraction of all samples. After extraction, the samples were centrifuged and filtered by Whatman No 1 filter paper to separate the supernatant from the residue.

2.2 Phytochemical content

2.2.1 Total phenolic Content

Determination of total phenolic content using the Folin Ciocalteau method [13]. 0.1 ml of sample after extraction process is added with 0.2ml Folin Ciocalteau reagent. The mixture is then added with 2 ml of distilled water. The mixture is left to rest for 3 minutes at room temperature. 1 ml of 20% sodium carbonate is added into mixture. The mixture is then left for an hour to be incubated at room temperature. The absorbance will be measured at 765 nm using a UV-Vis Spectrophotometer. Blank sample was prepared as explained above by replacing plant extract with distilled water. Gallic acid is used to produce a calibration curve. The results were expressed in term of milligrams of gallic acid per 100g dried weight (mg GAE/100 g DW) which was calculated using equation [13]:

\[
\text{Total phenolic content (mg GAE/100 g DW)} = \text{GAE} \times \frac{V}{M} \times 100
\]

GAE = gallic acid equivalent (mg/ml) obtained from calibration curve  
V = Volume of solvent used during the assay (ml)  
M = Mass of plant used during the assay

Preparation of standard curve for total phenolic content

Different concentrations of gallic acid (0.2, 0.4, 0.6, 0.8 and 1.0 mg/ml) were prepared. 0.2 ml of FolinCiocalteau reagent is added to 0.1 ml of the gallic acid solution. 2 ml of distilled water is added to the mixture. Then, mixture is added with 1 ml of 20% sodium carbonate. The mixture is left to be incubated at room temperature for an hour. Using an UV-Vis Spectrophotometer the absorbance of the mixture was measured at 765 nm. Blank sample was prepared as explained above by replacing plant extract with distilled water. The standard calibration curve is plotted with absorbance values of gallic acid represented as y-axis and the concentration of the gallic acid represented as x-axis [13]. The calibrated equation obtained from standard curve is \( y = 1.0921x \)

2.2.2 Total Flavonoid content
Total flavonoid content was measured using the Ozsoy method [13]. 0.25 ml of plant extracts were mixed with 1.25 ml distilled water. The mixture is then added with 0.075 ml of 5% (w/v) of sodium nitrite solution. The mixture was incubated for 6 minutes at room temperature. Then the mixture is added with 0.15ml of 10% (w/v) aluminium chloride. 1M of sodium hydroxide (0.5 ml) was added to the mixture followed by 0.275 ml of distilled water. Using a UV-Vis Spectrophotometer the absorbance is be measured at 510 nm. Blank sample was prepared as explained above by replacing plant extract with distilled water. Quercetin is used to produce a calibration curve. The results were expressed in term of milligrams of Quercetin per 100g dried weight (QE mg /100 g DW) which was calculated using equation [13]:

\[
\text{Total phenolic content (mg QE/100 g DW)} = \text{QE} \times \frac{V}{M} \times 100
\]

\[
\text{QE} = \text{Quercetin equivalent (mg/ml) obtained from calibration curve}
\]

\[
V = \text{Volume of solvent used during the assay (ml)}
\]

\[
M = \text{Mass of plant used during the assay}
\]

Preparation of standard curve for total flavonoid content

Quercetin with different concentrations (0.1, 0.3, 0.5 and 0.7 mg/ml) were prepared. 0.25 ml of Quercetin solution were mixed with 1.25 ml distilled water. The mixture is then added with 0.075 ml of 5% (w/v) of sodium nitrite solution. The mixture was incubated for 6 minutes at room temperature. Then the mixture is added with 0.15ml of 10% (w/v) aluminium chloride. 1M of sodium hydroxide (0.5 ml) was added to the mixture followed by 0.275 ml of distilled water. Using a UV-Vis Spectrophotometer the absorbance is be measured at 510 nm. Blank sample was prepared as explained above by replacing plant extract with distilled water. The standard calibration curve is plotted with absorbance values of Quercetin as y-axis and concentration of the Quercetin as x-axis[13]. The callibrated equation obtained from standard curve is \( y = 0.3709x \)

### 2.2.3 DPPH scavenging activity

DPPH Radical Scavenging activity of the extract will be determined using 2,2-diphenyl picryl hydrazyl(DPPH) assay [13]. 0.1 ml of plant extracts is added with 3.9 ml of ethanolic DPPH (0.025g/L). To block UV light the mixture is left in a dark condition in room temperature for 30 minutes. This reaction would disrupt the results of the experiment as UV light would trigger free radicals. Using a UV-Vis Spectrophotometer the absorbance is be measured at 517 nm. The colour of the sample will change from deep violet to light yellow[13].

\[
\text{DPPH scavenging activity(%) is calculated using the following formula:}
\]

\[
\text{Absorbance control} - \text{Absorbance sample}
\]

\[
\text{Absorbance control} \times 100
\]

### 2.3 Statistical Analysis
Response surface methodology (RSM) was used to determine the optimal conditions of both Soxhlet and Ultrasonic Assisted extraction respectively. RSM was conducted using Design Expert Software (Version 10.0.3). A d-Optimal design was used to investigate the effects of two independent variables (Extraction time and Type of Solvent) for Soxhlet Extraction and three independent variables (Extraction time, Extraction temperature, and concentration of ethanol solvent) on the dependent variables (TPC, TFC, DDPH scavenging activity). A quadratic model was used to model the treatment effects and treatment interactions. The complete design using Soxhlet Extraction consisted of 14 experimental runs with 2 replications of the center point and Ultrasonic Assisted Extraction consisted of 17 experimental runs with 2 replications of the center point.

3 Results and Discussion

The results are shown from Table 4.1 to Table 4.6 and Figure 4.1 to Figure 4.8. It can be seen that sample from the Ultrasonic Assisted Extraction shows a higher Total Phenolic Content, Total Flavanoid Content when compared to the sample from the Soxhlet Extraction. DPPH scavenging Activity from the Ultrasonic Assisted Extraction is higher compared to Soxhlet Extraction. Table 4.1 to Figure 4.3 and Figure 4.1 to Figure 4.4 shows the results of phytochemical content from Soxhlet Extraction, the effect of extraction time and the effect of solvent used for extraction. However, Table 4.4 to Figure 4.6 and Figure 4.5 to Figure 4.8 shows the results of phytochemical content from Ultrasonic Assisted Extraction, the effect of temperature on extraction process, the effect of concentration of solvent used for extraction and the effect of time of extraction. Therefore, it is concluded that Ultrasonic Assisted Extraction yields higher values for Phytochemical content. This is due to the cavitation from the ultrasonic waves created in the water medium collapses near the beaker sending shock waves to the cell. The phenomena ruptures the cell wall of the fruit sample which releases the phytochemical content of cell more than fruit sample from Soxhlet Extraction. However, Soxhlet Extraction is less effective because cell wall which is mainly made of cellulose is tough to decompose as cellulose decomposes at 500℃. The temperature used during Soxhlet Extraction is not high enough to rupture the cell wall.

3.1 Soxhlet Extraction

Analysis of variance (ANOVA) procedure of the Design-Expert Software Version 10.0.3 was used to statistically analyze the means of triplicate experiments. ANOVA were used to determine the significance of the model and the interaction of the independent variables on the responses.
Table 4.1: Analysis of variance (ANOVA) for TPC of Soxhlet Extraction of Nutmegs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Degree of Freedom</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value</th>
<th>Prob&gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>136.85</td>
<td>6</td>
<td>22.81</td>
<td>2.23</td>
<td>0.1587</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₁</td>
<td>7.983E-003</td>
<td>1</td>
<td>7.983E-003</td>
<td>7.812E-004</td>
<td>0.9785</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₂</td>
<td>96.52</td>
<td>2</td>
<td>48.26</td>
<td>4.72</td>
<td>0.4151</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₁X₂</td>
<td>20.43</td>
<td>2</td>
<td>10.21</td>
<td>1.00</td>
<td>0.1523</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₁²</td>
<td>3.86</td>
<td>1</td>
<td>3.86</td>
<td>0.38</td>
<td>0.5581</td>
<td>0.0491</td>
</tr>
<tr>
<td>Residual</td>
<td>71.53</td>
<td>7</td>
<td>10.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>66.96</td>
<td>5</td>
<td>13.39</td>
<td>5.85</td>
<td>0.1523</td>
<td>0.0491</td>
</tr>
<tr>
<td>Pure Error</td>
<td>4.58</td>
<td>2</td>
<td>2.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>208.38</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Analysis of variance (ANOVA) for TFC of Soxhlet Extraction of Nutmegs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Degree of Freedom</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value</th>
<th>Prob&gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>651.38</td>
<td>6</td>
<td>108.56</td>
<td>4.31</td>
<td>0.0386</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₁</td>
<td>8.79</td>
<td>1</td>
<td>8.79</td>
<td>0.35</td>
<td>0.5733</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₂</td>
<td>573.30</td>
<td>2</td>
<td>286.65</td>
<td>11.37</td>
<td>0.0063</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₁X₂</td>
<td>18.04</td>
<td>2</td>
<td>9.02</td>
<td>0.36</td>
<td>0.7112</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₁²</td>
<td>0.60</td>
<td>1</td>
<td>0.60</td>
<td>0.024</td>
<td>0.8815</td>
<td>0.0491</td>
</tr>
<tr>
<td>Residual</td>
<td>176.40</td>
<td>7</td>
<td>25.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>170.20</td>
<td>5</td>
<td>34.04</td>
<td>10.97</td>
<td>0.0856</td>
<td>0.0491</td>
</tr>
<tr>
<td>Pure Error</td>
<td>6.21</td>
<td>2</td>
<td>3.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>827.78</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Analysis of variance (ANOVA) for DPPH scavenging activity of Soxhlet Extraction of Nutmegs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Degree of Freedom</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value</th>
<th>Prob&gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>72.73</td>
<td>6</td>
<td>12.12</td>
<td>2.42</td>
<td>0.1368</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₁</td>
<td>7.26</td>
<td>1</td>
<td>7.26</td>
<td>1.45</td>
<td>0.2680</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₂</td>
<td>33.70</td>
<td>2</td>
<td>16.85</td>
<td>3.36</td>
<td>0.0949</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₁X₂</td>
<td>19.28</td>
<td>2</td>
<td>9.64</td>
<td>1.92</td>
<td>0.2162</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₁²</td>
<td>4.48</td>
<td>1</td>
<td>4.48</td>
<td>0.89</td>
<td>0.3763</td>
<td>0.0491</td>
</tr>
<tr>
<td>Residual</td>
<td>35.12</td>
<td>7</td>
<td>5.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>31.43</td>
<td>5</td>
<td>6.29</td>
<td>3.41</td>
<td>0.2423</td>
<td>0.0491</td>
</tr>
<tr>
<td>Pure Error</td>
<td>3.69</td>
<td>2</td>
<td>1.84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>107.84</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results for Soxhlet Extraction on Total Phenolic Content is p=0.1587 (p>0.05) proving that model does not affect the quantity of phytochemical content in extract. The p-values (Prob>F) of X₁ (Extraction time) and X₂ (Type of solvent) for TPC were 0.9785 and 0.0491 respectively. It is proven that the extraction time was not a huge influencing factor of TPC. However, type of solvent is proven to be an influence to the yield of TPC. As for Total Flavonoid Content is p=0.0386 (p<0.05) proving that model do effect the quantity of phytochemical content in extract [44]. The p-values (Prob>F) of X₁ (Extraction time) and X₂ (Type of solvent) for TFC were 0.5733 and 0.0063 respectively. It is proven that the extraction time was not a huge influencing
factor of TFC. However, type of solvent is proven to be a great influence to the yield of TFC. Lastly, for DPPH scavenging activity is p=0.1386 (p>0.05) thus concluding model does not affect the DPPH scavenging activity of fruit extract. The p-values (Prob>F) of X₁ (Extraction time) and X₂ (Type of solvent) for DPPH scavenging activity were 0.2680 and 0.00949 respectively. It is concluded that the extraction time and type of solvent were not a huge influencing factor of DPPH scavenging activity because of the high p-value (>0.05)

A mathematical equation was developed in Equation 4.1, Equation 4.2 and Equation 4.3 to explain the effects of the two independent variables, which are Type of extraction solvent (X₁) and Extraction time (X₂) on the Total Phenolic Content (Y₁), Total Flavonoid Content(Y₂) and DPPH Scavenging activity(Y₃) of Soxhlet Extraction of Nutmegs respectively. The coefficients of regression equation were calculated using the Design Expert software.

\[
Y_1= 8.70 - 0.084X_1 + 3.64X_2 - 1.45X_2^2 - 2.21X_1X_2 + 0.60X_1X_2^2 - 1.25X_1^2 \quad \text{(Equation 4.1)}
\]

\[
Y_2= 15.71 - 1.15X_1 - 1.04X_2 - 7.77X_2^2 - 1.84X_1X_2 + 1.78X_1X_2^2 - 0.49X_1^2 \quad \text{(Equation 4.2)}
\]

\[
Y_3= 93.93 - 0.82X_1 + 2.18X_2 - 0.54X_2^2 - 1.83X_1X_2 + 1.89X_1X_2^2 - 1.35X_1^2 \quad \text{(Equation 4.3)}
\]

Extraction condition of Soxhlet extraction was based on the TPC, TFC and DPPH Scavenging activity of the Nutmegs. The optimum values of the variables were obtain using Equation 4.1, Equation 4.2 and Equation 4.3 obtained using Design Expert software. Figure 4.1 shows the desirability developed from optimum points through numerical optimization. For the optimization value of TPC, TFC and DPPH Scavenging activity are 12.290 mg GAE/100g DW, 17.09 mg QE/100 g DW and 95.837% respectively with a desirability of 0.671. Figure 4.2, Figure 4.3 and Figure 4.4 shows the effects interaction of the independent variables Time of Extraction and Type of Solvent on TPC, TFC and DPPH Scavenging Activity of Soxhlet Extraction of Nutmegs

From this research, it was shown that the optimum condition for Soxhlet extraction of Nutmegs to obtain optimum yield of TPC, TFC and DPPH Scavenging are by using Methanol as the extracting solvent at 184 min extraction time
Effect of Type of Solvent on Soxhlet Extraction

Level 1 - Methanol
Level 2 - Ethanol
Level 3 - Ethyl Acetate

3.2 Ultrasonic Assisted Extraction

Table 4.4: Analysis of variance (ANOVA) for TPC of Ultrasonic Assisted Extraction of Nutmegs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>of Degree of Freedom</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value Prob&gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode</td>
<td>506.04</td>
<td>9</td>
<td>56.23</td>
<td>5.41</td>
<td>0.0184</td>
</tr>
<tr>
<td>X₁</td>
<td>58.73</td>
<td>1</td>
<td>58.73</td>
<td>5.65</td>
<td>0.0491</td>
</tr>
<tr>
<td>X₂</td>
<td>253.35</td>
<td>1</td>
<td>253.35</td>
<td>24.37</td>
<td>0.0017</td>
</tr>
<tr>
<td>X₃</td>
<td>14.55</td>
<td>1</td>
<td>14.55</td>
<td>1.40</td>
<td>0.2754</td>
</tr>
<tr>
<td>X₁ X₂</td>
<td>89.76</td>
<td>1</td>
<td>89.76</td>
<td>8.64</td>
<td>0.0218</td>
</tr>
<tr>
<td>X₁ X₃</td>
<td>12.41</td>
<td>1</td>
<td>12.41</td>
<td>1.19</td>
<td>0.3107</td>
</tr>
<tr>
<td>X₂ X₃</td>
<td>34.43</td>
<td>1</td>
<td>34.43</td>
<td>3.31</td>
<td>0.1116</td>
</tr>
<tr>
<td>X₁²</td>
<td>60.80</td>
<td>1</td>
<td>60.80</td>
<td>5.85</td>
<td>0.0462</td>
</tr>
<tr>
<td>X₂²</td>
<td>8.13</td>
<td>1</td>
<td>8.13</td>
<td>0.78</td>
<td>0.4058</td>
</tr>
<tr>
<td>X₃²</td>
<td>8.44</td>
<td>1</td>
<td>8.44</td>
<td>0.81</td>
<td>0.3974</td>
</tr>
<tr>
<td>Residual</td>
<td>72.76</td>
<td>7</td>
<td>10.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>35.72</td>
<td>5</td>
<td>7.14</td>
<td>0.39</td>
<td>0.8311</td>
</tr>
<tr>
<td>Pure Error</td>
<td>37.04</td>
<td>2</td>
<td>18.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>578.80</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.5: Analysis of variance (ANOVA) for TFC of Ultrasonic Assisted Extraction of Nutmegs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Degree of Freedom</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>1627.86</td>
<td>9</td>
<td>180.87</td>
<td>7.92</td>
<td>0.0062</td>
</tr>
<tr>
<td>$X_1$</td>
<td>164.06</td>
<td>1</td>
<td>164.06</td>
<td>7.18</td>
<td>0.0315</td>
</tr>
<tr>
<td>$X_2$</td>
<td>853.66</td>
<td>1</td>
<td>853.66</td>
<td>37.39</td>
<td>0.0005</td>
</tr>
<tr>
<td>$X_3$</td>
<td>107.50</td>
<td>1</td>
<td>107.50</td>
<td>4.71</td>
<td>0.0666</td>
</tr>
<tr>
<td>$X_1 \times X_2$</td>
<td>214.96</td>
<td>1</td>
<td>214.96</td>
<td>9.41</td>
<td>0.0181</td>
</tr>
<tr>
<td>$X_1 \times X_3$</td>
<td>35.86</td>
<td>1</td>
<td>35.86</td>
<td>1.57</td>
<td>0.2504</td>
</tr>
<tr>
<td>$X_2 \times X_3$</td>
<td>74.72</td>
<td>1</td>
<td>74.72</td>
<td>3.27</td>
<td>0.1134</td>
</tr>
<tr>
<td>$X_1^2$</td>
<td>273.18</td>
<td>1</td>
<td>273.18</td>
<td>11.96</td>
<td>0.0106</td>
</tr>
<tr>
<td>$X_2^2$</td>
<td>32.76</td>
<td>1</td>
<td>32.76</td>
<td>1.43</td>
<td>0.2700</td>
</tr>
<tr>
<td>$X_3^2$</td>
<td>28.49</td>
<td>1</td>
<td>28.49</td>
<td>1.25</td>
<td>0.3009</td>
</tr>
<tr>
<td>Residual</td>
<td>159.84</td>
<td>7</td>
<td>22.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>89.80</td>
<td>5</td>
<td>17.96</td>
<td>0.51</td>
<td>0.7634</td>
</tr>
<tr>
<td>Pure Error</td>
<td>70.04</td>
<td>2</td>
<td>35.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>1787.70</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.6: Analysis of variance (ANOVA) for DPPH scavenging activity of Ultrasonic Assisted Extraction of Nutmegs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Degree of Freedom</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>33.41</td>
<td>9</td>
<td>3.71</td>
<td>0.56</td>
<td>0.7941</td>
</tr>
<tr>
<td>$X_1$</td>
<td>0.28</td>
<td>1</td>
<td>0.28</td>
<td>0.042</td>
<td>0.8433</td>
</tr>
<tr>
<td>$X_2$</td>
<td>13.23</td>
<td>1</td>
<td>13.23</td>
<td>2.00</td>
<td>0.2004</td>
</tr>
<tr>
<td>$X_3$</td>
<td>4.46</td>
<td>1</td>
<td>4.46</td>
<td>0.67</td>
<td>0.4387</td>
</tr>
<tr>
<td>$X_1 \times X_2$</td>
<td>1.52</td>
<td>1</td>
<td>1.52</td>
<td>0.23</td>
<td>0.6468</td>
</tr>
<tr>
<td>$X_1 \times X_3$</td>
<td>7.396E-003</td>
<td>1</td>
<td>7.396x10^-3</td>
<td>1.117  x10^3</td>
<td>0.9743</td>
</tr>
<tr>
<td>$X_2 \times X_3$</td>
<td>0.72</td>
<td>1</td>
<td>0.72</td>
<td>0.11</td>
<td>0.7507</td>
</tr>
<tr>
<td>$X_1^2$</td>
<td>0.18</td>
<td>1</td>
<td>0.18</td>
<td>0.027</td>
<td>0.8747</td>
</tr>
<tr>
<td>$X_2^2$</td>
<td>1.98</td>
<td>1</td>
<td>1.98</td>
<td>0.30</td>
<td>0.6012</td>
</tr>
<tr>
<td>$X_3^2$</td>
<td>2.60</td>
<td>1</td>
<td>2.60</td>
<td>0.39</td>
<td>0.5510</td>
</tr>
<tr>
<td>Residual</td>
<td>46.34</td>
<td>7</td>
<td>6.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>43.68</td>
<td>5</td>
<td>8.74</td>
<td>6.59</td>
<td>0.1371</td>
</tr>
<tr>
<td>Pure Error</td>
<td>2.65</td>
<td>2</td>
<td>1.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>79.75</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results for Ultrasonic Assisted Extraction on Total Phenolic Content is $p=0.0184$ ($p<0.05$) proving that model does affect the quantity of phytochemical content in extract. The $p$-values (Prob>F) of $X_1$ (Extraction time), $X_2$ (Extraction Temperature) and $X_3$ (Solvent Concentration) for TPC were 0.0491, 0.0017 and 0.2754 respectively. It is proven that the Solvent concentration was not a huge influencing factor of TPC. However, time and temperature of extraction were proven to be influences to the yield of TPC. As for Total Flavonoid Content is $p=0.0062$ ($p<0.05$) proving that model do effect the quantity of phytochemical content in extract. The $p$-values (Prob>F) of $X_1$ (Extraction time), $X_2$ (Extraction Temperature) and $X_3$ (Solvent Concentration) for TFC were 0.0315, 0.0005 and 0.0666 respectively. It is proven that the extraction time, Extraction temperature and Solvent concentration to be great influences to the yield of TFC. Lastly, for DPPH scavenging activity is $p=0.7941$
(p>0.05) thus concluding model does not affect the DPPH scavenging activity of fruit extract. The p-values (Prob>F) of X1 (Extraction time), X2 (Extraction Temperature) and X3 (Solvent Concentration) for DPPH scavenging activity were 0.8433, 0.2004 and 0.4387 respectively. It is concluded that the extraction time, Extraction temperature and Solvent concentration were not huge influencing factors of DPPH scavenging activity because of the high p-value (>0.05)

A mathematical equation was developed in Equation 4.4, Equation 4.5, Equation 4.6 to explain the effects of the two independent variables, which are Time of Extraction (X1), Temperature of Extraction (X2) and Concentration of Solvent of Extraction(X3) on the Total Phenolic Content (Y1), Total Flavonoid Content(Y2) and DPPH Scavenging activity(Y3) of Ultrasonic Assisted Extraction of Nutmegs. The coefficients of regression equation were calculated using the Design Expert software.

\[ Y1 = 8.70 - 0.084X1 + 3.64X2 - 1.45X2^2 - 2.21X1X2 + 0.60X1X2^2 - 1.25X1^2 \]  
\[ Y2 = 15.71 - 1.15X1 - 1.04X2 - 7.77X2^2 - 1.84X1X2 + 1.78X1X2^2 - 0.49X1^2 \]  
\[ Y3 = 93.93 - 0.82X1 + 2.18X2 - 0.54X2^2 - 1.83X1X2 + 1.89X1X2^2 - 1.35X1^2 \]  

Extraction condition of Ultrasonic Assisted extraction was based on the TPC,TFC and DPPH Scavenging activity of the Nutmegs. The optimum values of the variables were obtain using Equation 4.4, Equation 4.5, Equation 4.6 obtained using Design Expert software. Figure 4.5 shows the desirability developed from optimum points through numerical optimization. For the optimization value of TPC, TFC and DPPH Scavenging activity are 28.722 GAE/100g DW, 46.600 QE/100 g DW and 98.565% respectively with a desirability of 0.977. Figure 4.6, Figure 4.7 and Figure 4.8 shows the effects of interaction of the independent variables Time of Extraction, Temperature of Extraction and Concentration of Ethanoic Solvent on TPC, TFC and DPPH Scavenging Activity of Ultrasonic Assisted Extraction of Nutmegs

From this research, it was shown that the optimum condition for Ultrasonic Assisted extraction of Nutmegs to obtain optimum yield of TPC, TFC and DPPH Scavenging are by extracting Nutmeg at 40.512 minutes at 49.99 °C and at 40% ethanol concentration.
Conclusion

The aim of this research is to calculate optimized values of extraction conditions for both Soxhlet and Ultrasonic Assisted Extraction to yield the highest Total Phenolic Content, Total Flavonoid Content and DPPH Scavenging Activity of Nutmegs using Response Surface Methodology (RSM). It is concluded that the optimum condition for Soxhlet extraction of Nutmegs to obtain optimum yield of TPC, TFC and DPPH Scavenging are by using Methanol as the extracting solvent at 184 min extraction time. However, the optimum condition for Ultrasonic Assisted extraction of Nutmegs to obtain optimum yield of TPC, TFC and DPPH Scavenging are by extracting nutmeg at 40.512 minutes at 49.99 °C and at 40% ethanol concentration. It is also concluded that Ultrasonic Assisted Extraction Process yields a consistent value of Total Phenolic Content, Total Flavonoid Content and DPPH Scavenging Activity of Nutmegs compared to Soxhlet Extraction Process. This is due to errors that were identified during conduct of experiment.

The finding from this study would be useful as the comparison is done for Nutmegs on two different method of extractions. The extraction conditions of both extraction process are also different. By using proper method of extraction and suitable extraction conditions, the pharmaceutical industry can maxime the extraction of the leaves thus increasing the TPC, TFC and subsequently increasing the scavenging ability of the nutmeg.

There are a few recommendation for the future work of this study. Extraction should be conducted in more closed environment to avoid the effect of surrounding on the extract. Parallax error should be avoided to improve significance of are of study. Equipment used for analysis should be calibrated for accuracy of experimental results. Lastly Experiment should be done consistently to maintain consistency of results.
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Abstract
Fenton oxidation process is used to degrade the recalcitrant pharmaceutical product Ceftriaxone (CF), a commonly-used antibiotic in Malaysia. An artificial effluent having an initial Chemical oxygen demand (COD) and Total suspended solids (TSS) of 944 mg/L and 280 mg/L respectively is prepared to be treated. Physical and chemical treatment methods are employed to find the optimal concentration of Fenton reagent which is needed to degrade the antibiotic to a safe disposal level to the environment. Physical treatment include the variation of temperatures (37°C, 42°C, 47°C, 50°C) and pH variation (pH 2.6, pH 5.2, pH 6.1, pH 10). The molar concentration of Fenton reagent is varied as follows; 0.1M, 0.2M, 0.3M, 0.35M and 0.4M. The mole ratio of ferrous ion (Fe$^{2+}$) to hydrogen peroxide ions (H$_2$O$_2$) in Fenton reagent is varied as per order of 1:2, 1:4, 1:8 and 1:10. The optimum condition for maximum reduction in COD level is 0.4M of Fenton reagent at a Fe$^{2+}$/H$_2$O$_2$ ratio of 1:8, reaching a reduction percentage of 84.6% within 30 minutes of reaction. The experiment is carried out at ambient temperature of 28°C and at atmospheric pressure. Further investigation is made on the reduction percentage of the optimum sample by varying the pH and temperature of the sample to be treated. Findings reveal that maximum decrease in COD level occurs at 47°C and pH of 5.2. However, reduction percentage is 76.5 %. Total suspended solids investigations revealed that maximum reduction of 93% occurred at 0.4 M of Fenton reagent having the ratio of Fe$^{2+}$/H$_2$O$_2$ of 1:2. Furthermore, 8 intermediates were identified from the degradation products obtained in the LC/MS analysis carried out.

Keywords: Fenton process, Ceftriaxone antibiotic, Fe/hydrogen peroxide variation

1. Introduction

A large amount of antibiotic chemical is used as pharmaceutical products in the world reaching to an estimation of 100 000 to 200 000 tons per year [1]. The purpose of antibiotics is to treat diseases in human and also to promote growth in the agricultural industry [2]. Despite its vital importance in our daily life, antibiotics seem to raise
concern as a persistent water contaminant [3]. The occurrence of the antibiotic has been reported around the world in rivers in Europe [4,5], water surfaces in America [6,7], water streams in Australia [8] and rivers of Asia [9,10].

Antibiotics, once administered, are metabolised and excreted through urine and faeces which eventually reach sewage whereby water is treated. However, it was noticed that the antibiotic compounds were still present after treatment confirming its inability to degrade (recalcitrant) through conventional waste water treatment. Similarly, the effluent waste water from pharmaceutical manufacturing industries still contains antibiotic traces after treatment [11].

Since conventional waste water treatment does not fully remove recalcitrant pharmaceutics, an approach of additional advanced treatment technology is required. There are different advanced technologies which have been studied recently for the purpose of disintegrating non-biodegradable products. Those technologies are chemical oxidation using ozone and ozone/hydrogen peroxide [12,13], activated carbon as sorption processes [13,14] and membrane filtration such as nanofiltration and reverse osmosis [15]. The limitations of treating furthermore the concentrate from membrane filtration and sorption processes drives the interest towards further exploring and optimising chemical oxidation process. Below is a list of advanced chemical oxidation processes [12]:

1. Ozone/ Hydrogen peroxide, \( \text{O}_3/\text{H}_2\text{O}_2 \)
2. Ozone/Ultraviolet, \( \text{O}_3/\text{UV} \)
3. Ozone/Hydrogen peroxide/Ultraviolet, \( \text{O}_3/\text{H}_2\text{O}_2/\text{UV} \)
4. Hydrogen peroxide/Ultraviolet, \( \text{H}_2\text{O}_2/\text{UV} \)
5. Fenton, \( \text{Fe}^{2+}/\text{H}_2\text{O}_2 \)
6. Photo/electron Fenton
7. Chelating agent assisted Fenton/photo-Fenton
8. Heterogeneous photo-oxidation using titanium dioxide, \( \text{TiO}_2/\text{hv} \)
9. \( \gamma \)-radiolysis and sonolysis.

Advanced oxidant processes (AOPs) are based on the generation of free hydroxyl radicals (\( \cdot \text{OH} \)). Free hydroxyl radicals are highly reactive due to their un-stability in configuration of energy shell and are non-selective oxidizing agents. The radicals are able to degrade organic pollutants by hydrogen atom abstraction reaction as shown in Eq (1), followed by electron transfer Eq (2) or electrophilic addition to \( \pi \) systems as shown in Eq (3).

\[
\begin{align*}
\text{RH} + \cdot \text{OH} & \rightarrow \text{R} \cdot + \text{H}_2\text{O} & \text{Eq (1)} \\
\text{RX} + \cdot \text{OH} & \rightarrow \text{RX} \cdot + \text{OH}^- & \text{Eq (2)} \\
\text{ArX} \cdot + \cdot \text{OH} & \rightarrow \text{OHArX} \cdot & \text{Eq (3)}
\end{align*}
\]

Fenton reagent consists of ferrous ions and hydrogen peroxide. Different results are obtained by varying the molar ratio of ferrous to hydrogen peroxide in the Fenton reagent [16]. Other parameters such as pH and temperature also affects the process. An analytical way to compare results is to verify the Chemical Oxygen Demand (COD) level and Total Suspended Solids (TSS) level before the oxidation process and after the treatment.
To carry out research, an artificial effluent is produced. It was also found that few studies were carried out on the Fenton effect of oxidation on Ceftriaxone despite being commonly used in Malaysia. There is no literature on degradation of Ceftriaxone by Fenton process, nor any publication on the intermediates produced by AOP degradation of the antibiotic [24]. Therefore, Ceftriaxone is chosen to be studied to close this research gap. Contribution to knowledge includes the identification of intermediates formed during degradation of Ceftriaxone by AOP.

Ceftriaxone, as shown in Fig 1., is an antibiotic used for bacterial infection such as pneumonia, ear infections and skin infection and is mostly used when organisms are resistant to other commonly used antibiotics such as amoxicillin and penicillin. Ceftriaxone is available in tablet form as well as solvent form for injection. The most common way to administer ceftriaxone into human beings is by injection; intravenous or intramuscular.

The main objective of this research is to (1) find out the degradation efficiency of Ceftriaxone antibiotic using Fenton oxidation process by varying different concentrations and mole ratio of Fe$^{2+}$/H$_2$O$_2$ of Fenton reagent. Further investigation is made on that particular optimum ratio which has been found, (2) to study the effect of temperature and pH on the degradation in term of COD/TSS level reduction. Finally, (3) LC/MS technology is used to determine the degradation products obtained in the treated sample.
2. Materials and Methods

2.1 Chemicals and antibiotic

Ferrous sulphate heptahydrate (FeSO$_4$.7H$_2$O) and hydrogen peroxide (30% w/w) are purchased from SYSTERM, sulphuric acid 98% Grade AR and Sodium hydroxide pellets are purchased from SCHMIDT CHEMICAL, HPLC grade methanol (99.9%) is obtained from Merck, Ceftriaxone Sodium 1g was generously obtained from Kapar Klinik from Unocef.

2.2 Analytical methods

2.2.1 Physical and Chemical Treatment.

Chemical Oxygen Demand (COD, mg/L) is measured using Standard method 410 (Titrimetric, Mid-level) and digestion solution of dichromate. Concentrated sulphuric acid is used as a strong oxidizing agent. Ferrous Ammonium Sulphate solution is used as standard stock to titrate against the digested sample. The digestion solution and the treated sample are kept under closed reflux at 150ºC for 2 hours. Ferroin solution is used as indicator.

Total Suspended Solids (TSS, mg/L) is measured using Standard method 2540D. A glass microfiber filter grade GM F, 47mm is placed onto a vacuum filter set-up after oven drying for 2 hours at 105ºC and weighed using analytical balance. The sample is filtered and washed with Milli-Q ultrapure water before drying into the oven at 105ºC for 2 hours. The filter paper is weighed again and TSS value can be calculated.

The pH of each sample is measured using an electronic pH meter with pH probe, Hanna GLP pH meter HI 111.

2.2.2 Qualitative Analysis

LC MS Q TOF is used to carry out the degradation analysis. The equipment is an Agilent Series Model G6550A. The sample is quenched with HPLC grade methanol. The quenched sample is then filtered through 0.45µm membranes. The analysis is carried out in negative ionisation mode, using HPLC(Agilent series 1100) equipped with a 3 X 150 mm C18 Column, 5 µm particle size (Zorbax). The mobile phases are acetonitrile and water with 0.1% formic acid at a flow rate of 0.4 mL per minute. The injection volume is 20 µL. A linear gradient progressed from 10% A to 100% A in 30 minutes.

2.3 Artificial Effluent

Ceftriaxone sodium is not purified further before use. 500mg of Ceftriaxone sodium is measured and diluted in 1000 ml of distilled water to prepare an artificial effluent concentration of 500mg/L. The room temperature and pH of solution is recorded immediately. The room temperature showed 28ºC and the artificial effluent has a pH of 5.9. The artificial effluent is kept refrigerated at 4ºC and in the dark to avoid any degradation.
2.4 Fenton Oxidation Experiment

2.4.1 Fenton Reagent Preparation

Fenton reagent is prepared by mixing an amount of ferrous sulphate to a volume of hydrogen peroxide and the mixture is further diluted to desired concentration with distilled water. Several Fenton reagent solutions are prepared where the mole concentration is varied (0.1M, 0.2M, 0.3M, 0.35M and 0.4M) and the mole ratio of Fe²⁺/H₂O₂ of each concentration of Fenton reagent is varied (1:2, 1:4, 1:8, 1:10). The reaction is extremely exothermic and reactive. Foam is generated as the hydrogen concentration increases.

2.4.2 Fenton Oxidation Process

20 ml of synthetic effluent is poured into four 50ml beakers. The pH of the effluent is adjusted by adding a few drops of 0.05M of sulphuric acid (H₂SO₄). 10 ml of 0.1 M Fenton reagent with mole ratio of Fe²⁺/H₂O₂ of 1:2, is pipetted into the antibiotic effluent. A stopwatch is started as the Fenton reagent comes into contact with the antibiotic. After 30 minutes of reaction, the sample is tested for COD (mg/L) level and TSS (mg/L). A blank (untreated) sample is kept and the COD (mg/L) and TSS (mg/L) is measured without any oxidation reagent and pH adjustment. A blank sample is needed to find the initial COD and TSS of the antibiotic.

2.5 Variation of pH and Temperature

100 ml of synthetic effluent is taken and the desired pH of 5 is adjusted by a few drops of diluted sulphuric acid (0.001M). 20 ml of the untreated sample is distributed into 4 different 50 ml beakers and heated up to 37°C, 42°C, 47°C and 50°C respectively using a hot plate magnetic stirrer for 45 minutes. 10 ml of the optimum molar concentration and mole ratio of ferrous to hydrogen peroxide Fenton reagent is quickly added to the sample to be treated. COD (mg/L) level is quickly tested for each sample. Similar procedure is repeated for pH 2.6, pH 6.1. to achieve a pH of 10.1, 0.05N solution of sodium hydroxide is prepared by dissolving the pellets into distilled water. After adjustment of pH, the treated samples which have been degraded at different temperatures are tested for COD (mg/L).

3. Results and Discussion

3.1 Chemical Oxygen Demand variation for different Molar ratio of Fenton reagent of Fe²⁺/H₂O₂

The chemical treatment results for COD (mg/L) obtained from the treated artificial effluent are displayed in Fig 2 and Fig 3. The 5 different trends are separated into 2 charts in order to have a clear picture of the difference in their behaviour as the degradation process proceeds.

At 0.1 M of Fenton reagent, a gradual decrease in COD (mg/L) level is observed as the molar ratio of hydrogen peroxide increases. This indicates that a higher amount of hydrogen peroxide generates a higher number of hydroxyl radicals and thus, more carbon atoms may be oxidised. The percentage reduction of COD (mg/L) level varies from a maximum of 64.6% (displayed at a Fe²⁺+/H₂O₂ of 1:10) to a minimum of 56.9%
(displayed at Fe\(^{2+}/\text{H}_2\text{O}_2\) of 1:2) within 30 minutes of degradation reaction. The efficiency of the oxidation process is not desirable because approximately 40% of the recalcitrant antibiotic i.e organic compound is still present in the treated sample. The organic compounds which did not degrade may be accounted by the overall insufficient supply of hydroxyl radicals [17].

At 0.2 M of Fenton reagent, degradation efficiency is higher than 0.1 M with a maximum degradation 67.4% (displayed at Fe\(^{2+}/\text{H}_2\text{O}_2\) ratio of 1:8). The minimum decrease in COD (mg/L) of 61.5% is observed at a ferrous to hydrogen peroxide ratio of 1:2. The degradation detention time was maintained to be 30 minutes. This implies that a higher concentration of Fenton reagent leads to a higher decrease in COD (mg/L) level of treated sample. The oxidation efficiency is not desirable as a significant amount of approximately 40% of recalcitrant products is still present in the treated sample and requires more time for degradation process. At Fe\(^{2+}/\text{H}_2\text{O}_2\) of 1:10, the decrease in COD (mg/L) level is 63% which is lower than the degradation efficiency observed at Fe\(^{2+}/\text{H}_2\text{O}_2\) of 1:4 and 1:8. This slight increase in COD (mg/L) level is accounted by a phenomenon which happens when a sudden higher amount of hydroxyl radical is generated within a short period of time causing the diminution of dissolved oxygen [17].

At higher molar concentration of 0.3 M of Fenton reagent, maximum reduction in COD (mg/L) is as high as 81.8%. 1:2 mole ratio of Fe\(^{2+}/\text{H}_2\text{O}_2\) shows the lowest COD reduction of 65.7%, which is still more efficient than previous 0.1 M and 0.2 M concentration of Fenton reagent. At Fe\(^{2+}/\text{H}_2\text{O}_2\) of 1:10, the degradation reaction was less compared to all other samples. The excessive amount of hydrogen peroxide interferes in the experiment by reacting with •OH and hence, reducing the efficiency of the treatment [18]. Similar results are observed during Fenton reagent study on pharmaceutical sludge by

At 0.35 M concentration of Fenton reagent, maximum COD (mg/L) level reduction of 73.7% is observed. 0.3 M concentration shows lower efficiency than 0.3 M concentration. This may be related to the reaction kinetics during the degradation process [19]. The minimum reduction is 31.4% at mole ratio of Fe\(^{2+}/\text{H}_2\text{O}_2\) of 1:10.

The most efficient and promising efficiency occurs at 0.4 M. All the samples showed high reduction within a range of 72% to 84% within 30 minutes of reaction. The highest peak of 84.6% is recorded at mole ratio of Fe\(^{2+}/\text{H}_2\text{O}_2\) of 1:8. Since that particular sample shows the maximum percentage of reduction and hence, high efficiency, it is considered as the optimum Fe\(^{2+}/\text{H}_2\text{O}_2\) ratio and conditions for degradation of the antibiotic Ceftriaxone. A pH of 2-3 is maintained and ambient temperature of 28°C. It is observed that there is not much difference between the efficiency of 0.3 M and 0.4 M of Fenton reagent. A study showed that threshold values for optimisation of Fenton reaction are around pH 2-3 and mole ratio Fe\(^{2+}/\text{H}_2\text{O}_2\) greater than 1:5, a reagent concentration of 0.3 and above [20].

The antibiotic may have high potential to reach mineralisation level if the hydroxyl radicals are allowed to react for a longer period of time. Mineralisation is the complete degradation of the organic compound i.e water (H\(_2\)O) and carbon dioxide (CO\(_2\)). From the findings so far, it seems feasible to implement this oxidation process after secondary treatment in pharmaceutical industrial wastewater plants.
3.2 Total Suspended Solids variation for different Molar ratio of Fenton reagent of Fe$^{2+}$/H$_2$O$_2$.

The highest efficiency of Total Suspended Solids (TSS) is 93% at 0.4M of Fenton reagent and mole ratio of Fe$^{2+}$/H$_2$O$_2$ of 1:2. The lowest efficiency observed is only 16% at Fenton reagent concentration of 0.35M and mole ratio of Fe$^{2+}$/H$_2$O$_2$ of 1:8. Similar concentration of 0.35M did not prove to be efficient as shown by COD (mg/L) variation charts. The same reason might be because of the reaction kinetics. It can be seen that the mole ratio of Fe$^{2+}$/H$_2$O$_2$ directly affects the amount of TSS (mg/L) in the treated samples. The ratios which give the lowest TSS (mg/L) is at 1:2 and 1:8. The hydroxyl radical attack indicates that bonds do not break in an orderly manner but rather depending on concentration of radicals present during the reaction and the kinetic rate of each reaction.
Figure 4. Total Suspended Solids variation different Molar ratio of Fenton reagent of Fe$^{2+}$/H$_2$O$_2$ at molar ratio of 0.1M, 0.2M and 0.3M

Figure 5. Total Suspended Solids variation different Molar ratio of Fenton reagent of Fe$^{2+}$/H$_2$O$_2$ at molar ratio of 0.35M and 0.4M

A high reduction is TSS level indicates that the organic compounds found in the antibiotic effluent have been reduced in terms of their molecular structures. As the radicals attack the bonds in between the carbon and hydrogen atoms, some carbon atoms are detached from the big molecular compound of the antibiotic to smaller functional groups like thiozale and carboxylic acid groups [21].

3.3 Chemical Oxygen Demand variation by varying pH and Temperature

From the above result, it can be deduced that the Fenton reagent works best within a pH of 2-3 as previously reviewed from many literature. Generation of hydroxyl radical depends largely on the pH value of the solution in which the radicals are generated. As the pH increases more than 4, lower number of radicals are formed and thus, degradation efficiency is reduced. Less radicals being formed may be due to the fact that there is a decrease in dissolved iron[17]. A decrease in dissolved iron causes the catalytic properties of the iron to decrease as well. Maximum reduction in COD was however recorded at pH 5.2 and temperature of 47°C. pH 6.1 shows that COD level can
be reduced furthermore compared to other pH values, however, an increase in temperature does not seem to affect the process significantly.

![Graph showing COD variation by varying pH and temperature](image)

Figure 6. COD (mg/L) variation by varying the pH and Temperature (37°C, 42°C, 47°C, 50°C)

A considerate reduction in antibiotic component has been achieved. However, mineralisation of the ceftriaxone antibiotic results into water and carbon dioxide. Carbon dioxide is not a water pollutant but is a greenhouse gas. It is well-known that greenhouse gases are causing a major climate change. By solving the problem of antibiotics present in water streams, the method should not rise other issues for the environment. Further procedures should be employed such as carbon capture technologies for re-use of carbon dioxide more efficiently rather than just releasing in the air. Simple procedure such as passing the gas through calcium carbonate can be explored. The procedure also uses acidic conditions to operate. Neutralisation should be done after treatment by addition of alkali-based products such as sodium hydroxide. By using the Fenton reagent, some precipitation of Fe$^{3+}$ will occur after 2 hours of treatment. The precipitation may be removed by the addition of sodium hydroxide which will result into Fe(OH) salt.


The following table represents the 8 main compounds that have been identified from the 54 components detected from the chromatogram graph obtained in LC/MS QTOF analysis.
<table>
<thead>
<tr>
<th>Molecular formula</th>
<th>Molecular Mass</th>
<th>Structural Formula</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{11}H_{12}N_{6}O_{4}S_{2}</td>
<td>356.381</td>
<td><img src="image1.png" alt="Structure1" /></td>
<td>Thiazolecarboxylic acid</td>
</tr>
<tr>
<td>C_{7}H_{10}N_{6}O_{2}</td>
<td>210.08</td>
<td><img src="image2.png" alt="Structure2" /></td>
<td>5-[5-(Methoxymethyl)-1,2-oxazol-3-yl]-4H-1,2,4-triazole-3,4-diamine</td>
</tr>
<tr>
<td>C_{3}H_{8}N_{2}O_{3}S_{2}</td>
<td>183.99</td>
<td><img src="image3.png" alt="Structure3" /></td>
<td>Methanone, bis[(methythio)oxidoamino]</td>
</tr>
<tr>
<td>C_{18}H_{30}O_{3}S</td>
<td>326.494</td>
<td><img src="image4.png" alt="Structure4" /></td>
<td>5-[[2,6-Dimethyl-4-(2-methyl-2-propanyl)benzyl]sulfonyl]-1-pentanol</td>
</tr>
<tr>
<td>C_{17}H_{28}O_{3}S</td>
<td>312.46</td>
<td><img src="image5.png" alt="Structure5" /></td>
<td>Benzene, 5-(1,1-dimethylethyl)-2-[[2-ethoxyethyl)sulfonyl]methyl]-1,3-dimethyl</td>
</tr>
<tr>
<td>C_{16}H_{26}O_{3}S</td>
<td>298.44</td>
<td><img src="image6.png" alt="Structure6" /></td>
<td>3-[[2,6-Dimethyl-4-(2-methyl-2-propanyl)benzyl]sulfonyl]-1-propanol</td>
</tr>
</tbody>
</table>
The degradation of cephalosporins is highly dependent on the side chain C7 and the C3 atoms. the leaving group at C3 facilitates the expulsion of 3' substituent by concerted event due to hydrolysis of C-N bond of β-lactam nucleus. As it can be seen from Table 4.2, there has no beta-lactam ring present even in the highest carbon containing molecule C18 identified (5-[(2,6-Dimethyl-4-(2-methyl-2-propanyl)benzyl)sulfonyl]-1-pentanol) at peak mass of 326 and C17 molecule (identified as Benzene, 5-(1,1-dimethylethyl)-2-[(2-ethoxyethyl)sulfonyl]methyl]-1,3-dimethyl) giving clue that the beta-lactam ring got attacked in the first stages of degradation. Normally, authors point out that, hydroxylation takes place first at early stage of degradation [22].

The 3rd generation cephalosporin is isomerized to its 2nd generation isomer, leads the antibiotic material to be more stable. The authors suggested that chemical degradation of Cephalosporin leads to 7ACA and further degradation leads to thiazole-4-carboxylic acid. The presence of the thiazole-carboxyl group is present in the first intermediate found, leading to conclude that the hypothesis is valid.

Further degradation is observed in intermediates following the 5-thiazole carboxylic acid with elimination of side methyl groups as it can be seen in the C7 molecule 5-[5-(Methoxymethyl)-1,2-oxazol-3-yl]-4H-1,2,4-triazole-3,(4-diamine. The role of iron as catalyst acts in such a way that mercaptide group is formed. This is confirmed in the C11, C3 and C15 intermediate. There is the presence of the sulphur atom rendering the component mercaptide. [22].

It is quite hard to assign the exact location of substitute or leaving functional groups of the complex parent molecule simply by looking at the molecules. The LC/MS analysis is not able to provide such information. A further study on bond-forming and bond-breaking has to be made to be more accurate in concluding. However, Trovo et al. used similar methods to degrade similar forms of antibiotic suggests that, there is approximately 3 degradation pathways which can be determined.
From the parent molecule, Trovo et al. also suggest that hydroxylation occurs first and results to thiazolidine ring (confirmed by C11 intermediate). Later, the next attack is most probable on electrophilic nature i.e benzoic ring as shown in C16, C17 and C18 intermediate. There is opening of the benzoic ring from C16 intermediate to C12 intermediate. While another pathway suggest the side methyl groups can gradually be eliminated as shown from C17 to C15 intermediate. [23]

Another pathway that Trovo et al suggest is the direct opening of the lactam ring to stereo isomers of penilloico acid and a series of derivatives (C7, C18, C16). Further decarboxylation is the removal of carboxylic functional group. This is shown through the intermediates C7, C3 and C12. Decarboxylation is produced by hydrolysis. [18]

4. Conclusions

The antibiotic Ceftriaxone has been successfully degraded by 84.6% within 30 minutes of degradation. The total suspended solids level has reduced by 93% after the Fenton treatment. It can be concluded that parameters such as pH and temperature affects the degradation process. The optimum operating conditions at ambient temperature are reflected at pH 2.6, Fenton reagent concentration of 0.4 M and Fe\(^{2+}\)/H\(_2\)O\(_2\) mole ratio of 1:8. From the identified degradation products, Ceftriaxone complex C\(_{18}\)-molecular structure has been reduced till C\(_{3}\)-molecular structure. Further treatment includes neutralisation of treated sample by use of sodium hydroxide and application of carbon capture methods to reduce the emission of Carbon dioxide gas.
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Abstract
Adsorption is an important process in the haemodialysis treatment to treat patients with kidney failure. Adsorption membranes in haemodialysis systems are usually made of synthetic polymers but these membranes do not have high efficiency in removing uremic toxins such as urea, uric acid and creatinine. Thus, it is suggested to replace the current membranes with a new material that has high adsorption capability as well as being lightweight and low cost. This study suggests that activated carbon may be a potential replacement of current haemodialysis membranes as they are widely used in various adsorption applications. Activated carbon fibre (ACF) is chosen due to their better adsorptive characteristics compared to granular and powder activated carbon. Empty fruit bunch (EFB) fibre is chosen to produce ACF because it is easily available in abundance throughout the year and has low commercial value. Currently, there is not much information available on creatinine adsorption using ACF derived from EFB fibre. However, research on urea adsorption using ACF has been done by Ooi and co-workers and the data obtained is compared with creatinine adsorption. Cleaned EFB fibre is impregnated with 4 different chemicals; sodium hydroxide (NaOH), potassium hydroxide (KOH), sulphuric acid (H2SO4) and phosphoric acid (H3PO4) at an acid/alkali to fibre ratio of 3:4 (ml:g) in the pathway of producing ACF. The effects of these chemical treatments on the pore characteristics and physiochemical properties are studied. ACF samples are produced via pre-carbonisation chemical treatment followed up by carbonisation at 400 °C and activation at 900 °C. Samples produced in this work are of Type I isotherm which indicates the presence of micro and mesoporous structure. The sample treated with H3PO4 has the highest BET surface area of 1493 m²/g and pore volume of 0.782 cm³/g compared to other samples. Carbon burn-off of ACF sample treated with H3PO4 proved to be 86% which is the highest among all samples despite having the best adsorbing capability. This work has shown that ACF treated with H3PO4 has the potential in replacing the current membrane used in the current haemodialysis system with creatinine removal of 70% and urea removal of 68% which is higher than the conventional haemodialysis membrane.

Keywords: Creatinine, Adsorption, Activated carbon fibre, Empty fruit bunch fibre
1. Introduction

Kidney failure is a syndrome where the kidneys could not fulfil their tasks in filtering blood. This kind of syndrome leads to an accumulation of molecules; called uremic toxins which are normally eliminated by healthy kidneys. People that have kidney failure is unable to separate these uremic toxins such as urea, uric acid and creatinine and has to be treated by the haemodialysis technique [1]. The haemodialysis process is where two liquids are separated by a semi-permeable membrane that enables an exchange of molecules small enough to diffuse through the pores. When blood is in contact with one of the sides of the semi-permeable membrane, substances such as body waste and inorganic salts pass through into a sterile solution called the dialysate. However, this method of treatment is not efficient as patients have to go through the treatment 3 to 4 times a week where each session lasts up to 4 hours [2].

Research and development towards the improvement of the haemodialysis system has been done throughout the years. The invention of hollow fibre dialysers have helped in increasing the efficiency in uremic toxin removal as well as new discovery of different materials to help in uremic toxin removal. However, the efficiency is not high and the haemodialysis machine is rather not portable. Artificial kidney is one of the methods suggested by Hakim and Lumley to increase the functionality of the body to remove uremic toxins [3]. The vision of this artificial kidney is to be able to remove uremic toxins efficiently, light weight and low cost. This may be solved if the membrane of the haemodialysis treatment in removing uremic toxins is upgraded to a more effective and low cost adsorbent [4].

Activated carbon may be the solution to this as the usage of activated carbon can be seen in wastewater treatment and air purification applications due to the high effectiveness in adsorption [5]. Activated carbon is defined as a solid and porous carbonaceous material with high porosity and large surface area [6]. Activated carbon can found in 3 forms; powdered, granular and fibre [7]. Among these 3 forms, activated carbon fibre (ACF) has the highest adsorbing capability. There are many materials that can be made into activated carbon such as tea and coffee waste, peanut shells and wheat wastes which are of low cost materials [8].

This study has chosen empty fruit bunch (EFB) fibre to produce ACF as it is an agricultural waste generated from the oil palm industry, which is available in abundance throughout the year and has very low commercial value. It is naturally in a fibrous shape which makes it suitable to be made into ACF. ACF has a higher commercial value compared to other activated carbon types due to its higher adsorptive characteristics [9].

ACF or common activated carbons can be produced by involving a 2-step process; carbonisation and activation. Carbonisation can be done using combustion or pyrolysis [10]. The purpose of the carbonisation step is to remove any volatile compounds in the EFB fibre which will give rise to the number of pores in the fibre which is responsible for its adsorptive characteristics. Carbonisation is typically done at 400-600 °C. However, carbonisation done at an elevated temperature not only increases the carbon content but the ash content as well. This is due to greater decomposition of biomass at higher temperatures [11]. Comparison between combustion and pyrolysis was done and it showed that carbon content in biomass
samples decreases at 400 °C and samples undergone pyrolysis has more carbon content compared to samples undergone combustion [7]. The activation step is to increase the pore diameter and volume to enhance the porosity of the activated carbon. It can be separated into chemical activation and physical activation. Chemical activation involves the impregnation of the precursor of the activated carbon with chemical activating agents. The commonly used activating agents are sodium hydroxide (NaOH), potassium hydroxide (KOH), sulphuric acid (H₂SO₄) and phosphoric acid (H₃PO₄) [11–14]. Physical activation is commonly done by heating the carbon at a range of 800 to 1000 °C [10]. Physical activation requires the carbon sample to be carbonised in an inert atmosphere and subsequent activation is done with oxidising gases such as carbon dioxide (CO₂), steam or air. In this work, carbonisation is done at 400 °C and activation at 900 °C as these conditions are the optimum conditions in synthesis of ACF according to the work of Ooi and co-workers [7].

This study work focuses on the comparison between different chemical-treated EFB fibres in their ability in adsorbing creatinine as a possible method to apply these material into the current haemodialysis treatment. The performance of the EFB fibre derived ACF in adsorbing creatinine is evaluated based on the composition and pore characteristics of each different chemical-treated EFB fibre derived ACF. The adsorbing performance of the ACF samples produced is also compared between creatinine adsorption and urea adsorption.

2. Methodology

2.1 Materials

EFB fibre is collected from United Palm Oil Mill Sdn. Bhd. Nibong Tebal, Penang, Malaysia to be used as raw material. The EFB fibre is then cleaned with 5% nitric acid (HNO₃) and rinsed with distilled water until the pH reaches approximately 5. The cleaned EFB fibre is then dried in an oven overnight at 105 °C which is in accordance to the ASTM D2867-09 standard for moisture removal [16]. Sodium hydroxide (NaOH), potassium hydroxide (KOH), sulphuric acid (H₂SO₄) and phosphoric acid (H₃PO₄) are used as activating agents.

2.2 Sample Preparation

4 sets of 12 g of cleaned EFB fibre is impregnated with concentrated NaOH, KOH, H₂SO₄ and H₃PO₄ (85 %) at an acid/alkali-to-fibre ratio of 3:4 (ml:g). An oxygen deficient atmosphere during pyrolysis is created by allowing a flow of nitrogen (N₂) gas at a flow rate of 100 ml per minute. The samples are then pyrolysed separately at 400 °C for 1 hour at a heating rate of 10 °C per minute. After pyrolysis, the samples are then left to cool to room temperature. The char after pyrolysis is then weighed prior to the activation step. The furnace temperature during the activation process is set at 900 °C at a heating rate of 10 °C per minute and the flow of N₂ gas is set at 100 ml per minute. After 1 hour, the flow of N₂ gas is stopped and changed to CO₂ gas at a flow rate of 100 ml per minute for 1 hour. After 1 hour, the flow of CO₂ gas is stopped and changed back to N₂ gas at a flow rate of 100 ml per minute. The sample is then cooled down to room temperature in the N₂ gas flow [9]. After activation, weight of each
sample is measure and recorded again for the carbon burn-off analysis. Each sample is assign with sample codes as tabulated in Table 1.

<table>
<thead>
<tr>
<th>Sample Code</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACF_PA</td>
<td>EFB fibre derived ACF treated with H$_3$PO$_4$ (85%)</td>
</tr>
<tr>
<td>ACF_SA</td>
<td>EFB fibre derived ACF treated with H$_2$SO$_4$ (85%)</td>
</tr>
<tr>
<td>ACF_PH</td>
<td>EFB fibre derived ACF treated with KOH (85%)</td>
</tr>
<tr>
<td>ACF_SH</td>
<td>EFB fibre derived ACF treated with NaOH (85%)</td>
</tr>
</tbody>
</table>

2.3 Sample Characterisation

By using the data of the weight measure before carbonisation, after carbonisation and after activation, the carbon burn-off, $\Theta$ (%) for the ACF can be calculated using the formula below:

$$\Theta = \frac{(w_0 - w)}{w_0} \times 100\%$$  \hspace{1cm} (1)

Where, $w_0$ is the initial weight of the raw EFB fibre (g) and $w$ is the final weight of the ACF (g). Nitrogen adsorption isotherm at 77 K is done using Micromeritics Instrument system after a gas pre-treatment at 300 °C for 5 hours. Pore characteristics such as surface area, micropore volume and pore size distribution are determined from the nitrogen adsorption isotherms utilising Branauer-Emmett-Teller (BET) model. Nitrogen adsorption on the samples are carried out from relative pressure ($P/P_0$) of 0.01 to 0.99 [17]. The crystalline structure of the produced ACF is determined using the X-Ray Diffraction (XRD) analysis which included a scan range of 10° to 90° with a step size of 0.02° and step time of 0.05 seconds. The surface chemistry of the produced ACF samples is determined using the Fourier Transform Infrared Spectroscopy (FTIR) at a wavenumber ranging from 650 to 4000 cm$^{-1}$ for 16 cycles.

2.4 Creatinine Adsorption Test

A creatinine solution with a concentration of 2 mg/dL is prepared to simulate the minimum concentration of creatinine concentration in the blood before undergoing haemodialysis [18]. A standard calibration curve was developed by measuring the UV-Vis absorbance intensity of a series of creatinine solutions with known concentration using the UV-Vis spectrophotometer at a wavelength of 510 nm [19]. Creatinine adsorption is conducted for all ACF samples and the intensities of the creatinine samples at various time intervals are measured using the UV-Vis spectrophotometer. The intensities of the solution are then compared with the calibration curve to determine the adsorption amount by each ACF sample.

2.5 Urea Adsorption Test

A urea solution with a concentration of 120 mg/dL is prepared to simulate the average concentration of urea concentration in the blood of patients before undergoing haemodialysis [20]. A standard calibration curve was developed by measuring the UV-Vis absorbance intensity of a series of urea solutions with known concentration using the UV-Vis spectrophotometer at a wavelength of 200 nm [7]. Urea adsorption is conducted for all ACF samples and the intensities of the urea samples at various time intervals are compared with the calibration curve to determine the adsorption amount by each ACF sample.
intervals are measured using the UV-Vis spectrophotometer. The intensities of the solution are then compared with the calibration curve to determine the adsorption amount by each ACF sample.

3. Results and Discussion

3.1 Carbon Burn-Off

Carbon burn-off is a commonly used guideline to determine the yield of activated carbon. The higher the carbon burn-off, the lower the yield percentage [21]. Burn-off means the degree of carbon loss during the production of activated carbon. A higher carbon burn-off also means that there is a need to use more materials to produce the desired activated carbon which will lead to increase in cost for production. The carbon burn-off results shown in Table 2 proves the quality of the ACF produced in this work.

All samples were pre-treated with different chemicals (NaOH, KOH, H$_2$SO$_4$ and H$_3$PO$_4$). As an overall, the carbon burn-off for the sample ACF_PA is highest among all the samples produced. Addition of H$_3$PO$_4$ into the raw fibre samples may have facilitated in the conversion of aliphatic compounds, such as cellulose and hemicellulose to aromatic compounds [22]. The higher percentage in the overall carbon burn-off may also mean that more volatile compounds are removed due to the H$_3$PO$_4$ treatment. As compared to the ACF_SA sample, ACF_SA has a higher carbon burn-off at the post-carbonisation stage. This is due to the removal of water from cellulose and this would result in a higher weight loss, causing a higher carbon-burn off [23]. H$_2$SO$_4$ is distributed among the cellulose microfibrils then the H$_2$SO$_4$ would extract water from the cellulose and water would be removed from the surface of the fibres. The total carbon burn-off of the acid-treated ACF in this study falls in the region of 75-85% which is considered to be comparable to other works on oil palm empty fruit bunch which have a carbon burn-off percentage of approximately 72-96% [21-22].

Table 2. Carbon burn-off percentage of ACF samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Initial Weight (g)</th>
<th>Post-Carbonisation Weight (g)</th>
<th>Post- CO$_2$ Activation Weight (g)</th>
<th>Total Carbon Burn-Off (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACF_PA</td>
<td>12</td>
<td>11.03</td>
<td>1.64</td>
<td>86</td>
</tr>
<tr>
<td>ACF_SA</td>
<td>12</td>
<td>5.16</td>
<td>3.04</td>
<td>75</td>
</tr>
<tr>
<td>ACF_PH</td>
<td>12</td>
<td>10.2</td>
<td>NA*</td>
<td>NA*</td>
</tr>
<tr>
<td>ACF_SH</td>
<td>12</td>
<td>10.2</td>
<td>NA*</td>
<td>NA*</td>
</tr>
</tbody>
</table>

*NA-Not available

The carbon burn-off analysis for both alkali treatments are not available due to the fact that the concentration of the alkali used is too high. Metal ion in alkali solutions are usually in the form of aquo ions. These aquo ions are most likely to enter the crystallisation region of the cellulose of the fibre samples. A concentration of 15-20% would start to cause swelling at the crystalline region [26]. Thus, a concentration used at this work which is 80% would have already destroyed the crystalline structure of the fibre samples, causing the whole structure of the sample to disintegrate. This would
explain the unavailable data for the carbon burn-off and further analysis done in this work.

3.2 Structure and Pore Development of Activated Carbon Fibre

Nitrogen adsorption is carried out to determine the effect of different chemical treatment on the pore characteristics of the produced ACF samples. Figure 1 shows the nitrogen adsorption isotherm at 77 K for the ACF sample for different acid treatment. The data for alkali treatment is unavailable due to the fact that the crystalline structure of the EFB fibre sample has been destroyed due to high concentration of alkali used. The isotherm for the acid-treated ACF samples pertain to type I isotherm of the referred IPUAC classification of physisorption isotherms [27]. Type I isotherm is indicative to the presence of micropores in the sample [17].

The amount of adsorption increases over higher relative pressure (P/Po) which indicates that more pores are being formed. For the ACF_SA sample, nitrogen uptake amount increase rapidly up to a relative pressure of approximately 0.06. This large amount of nitrogen uptake at a low relative pressure is due to the enhancement of the adsorbent-adsorbate interactions in narrow micropores [27]. Due to the formation of micropores, the adsorption potential of the pore increases hence filling the pores at a low relative pressure. At high relative pressure, there would be little or no adsorption because the pores are filled with the adsorbed adsorbate. As for the ACF_PA sample, it has shown a “knee” isotherm type I at low relative pressure. This variation of Type I isotherm where it shows that ACF_PA samples have a pore size distribution over a broad range where it includes the wider micropores and possibly narrow mesopores.

![Figure 1. Nitrogen adsorption isotherm of ACF samples](image)

The BET surface area, total pore volume as well as the average pore diameter are presented in Table 3. Based on the data obtained, the average pore diameter of ACF_PA sample is well between the range of micropore (<2 nm) and mesopore (2 nm < pore width <50 nm). This would further prove that the ACF_PA consists of both micropores and mesopores. Whereas for the ACF_SA sample, the average pore is well within the micropore range of less than 2 nm. There is a significant difference between the 2 samples where ACF_PA has almost doubled the total pore volume and BET surface area of ACF_SA. This could be due to the excess water vaporisation via H₂SO₄ dehydration which resulted in over gasification of the sample. Thus, it reduces the BET surface area as well as the pore volume [7]. The high total pore volume is also comparable to activated carbons produced from plum kernels and kenaf biomass. [14, 28].
Table 3. Pore Characteristics of ACF samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>BET Surface Area (m²/g)</th>
<th>Total Pore Volume (cm³/g)</th>
<th>Average Pore Diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACF_PA</td>
<td>1493</td>
<td>0.782</td>
<td>2</td>
</tr>
<tr>
<td>ACF_SA</td>
<td>737</td>
<td>0.352</td>
<td>1.9</td>
</tr>
</tbody>
</table>

In combination with pore characterisation via nitrogen adsorption, X-ray Diffraction (XRD) was also incorporated to measure the crystalline structure of the ACF samples. The XRD patterns of the samples are shown in Figure 2. The figure shows that 2θ had two graphitic diffraction peaks at 23° and 44° which are assigned to the disordered 002 plane and the 10 plane [17]. Based on Figure 2, the profiles of both ACF samples are rather similar. The peaks at 23° and 44° proves that the samples produced are made of carbon. However, there is a small peak at 72° where it corresponds to the presence of silicon in the fibre [29]. This may be possible due to the fact that the raw material of EFB fibre contains a small percentage of silica or silicon substrates [9]. The presence of silica in the ACF sample may be due to the change of silica percentage after the activation and carbonisation process. The firing of biomass may increase the silica content from 30% up to 96% [30].

![Figure 2. X-ray diffraction patterns of ACF samples](image)

3.3 Surface Chemistry of Activated Carbon Fibre

Figure 3 shows the FTIR spectra of raw EFB fibre and ACF samples with different chemical treatment. The FTIR spectra of the produced ACF samples show some similarity and differences as compared to the raw EFB fibre. The peak intensity at the absorption band from 4000 cm⁻¹ to 3200 cm⁻¹ of raw EFB fibre is relatively higher than the ACF samples due to higher moisture content in the raw EFB fibre. Moisture removal is done during carbonisation and activation process. Thus, ACF samples have a lower peak intensity compared to the raw EFB fibre. The peak at 1748 cm⁻¹ in the indicated the presence of C=O stretching of the acetyl group [31]. This acetyl group exists in the hemicellulose and lignin. The decrease of intensity of this peak in ACF samples shows the removal of cellulose, hemicellulose and lignin after chemical treatment, carbonisation and activation process. The C=C stretching vibrations of aromatic rings at 1450 cm⁻¹[32] in the ACF_SH intensified as compared to the raw EFB fibre and the intensity in ACF_SH has decreased as compared to the raw EFB...
fibre. The stretching of the C-O-C group is observed at 1048 cm$^{-1}$ which is linked to the pyranoside linkage structures coming from cellulose. The presence of the P-O group at 1087 cm$^{-1}$ represents the ionised linkage of acid phosphate esters [33].

![FTIR spectra of ACF samples and raw EFB fibre](image)

**Figure 3.** FTIR spectra of ACF samples and raw EFB fibre

### 3.4 Liquid Phase Adsorption

Urea adsorption by ACF derived from EFB fibre has already been researched on by Ooi and co-workers [7]. However, currently there is still no study done on creatinine adsorption. Thus, the creatinine adsorption done in this work is compared to urea adsorption to evaluate the effectiveness of the ACF sample in removing both creatinine and urea. These two components are among the uremic toxins filtered out during haemodialysis.

The results of creatinine removal by the ACF samples are presented in Figure 4 and Table 4 respectively. Creatinine removal is more effective using the ACF_PA sample as the removal of creatinine is approximately 70% compared to 54% of the ACF_SA. This is very much comparable or even better than the conventional haemodialysis system in creatinine removal. Conventional haemodialysis membrane can remove approximately 42% of the initial creatinine level of patients [20]. Higher degrees of creatinine adsorption can be an indication towards higher surface area and presence of micro and mesopore structures [34]. Creatinine adsorption in this work shows that both ACF samples need the same amount of time to reach equilibrium which is around 20 minutes shown in Figure 4 and Table 4. The equilibrium constant for ACF_PA and ACF_SA are 0.696 and 0.535 respectively. The higher equilibrium constant for ACF_PA indicates that the treatment using H$_3$PO$_4$ has affected and improved creatinine adsorption. Creatinine adsorption can also be governed by the BET surface area as well as the surface chemistry of the ACF sample. The higher BET surface area allows ACF_PA to adsorb more of creatinine molecules.
Figure 4. Creatinine adsorption by ACF samples

Table 4. Equilibrium time, amount of creatinine adsorbed during equilibrium and equilibrium constant for ACF samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Time to achieve equilibrium, t (min)</th>
<th>Initial Creatinine concentration, Qin (µmol/g)</th>
<th>Adsorbed Creatinine concentration when equilibrium first reached, Qeq (µmol/g)</th>
<th>Equilibrium constant, K (Qeq/Qin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACF_PA</td>
<td>20</td>
<td>149.01</td>
<td>103.69</td>
<td>0.696</td>
</tr>
<tr>
<td>ACF_SA</td>
<td>20</td>
<td>149.01</td>
<td>79.73</td>
<td>0.535</td>
</tr>
</tbody>
</table>

The results of urea adsorption by samples ACF_PA and ACF_SA are presented in Figure 5 and Table 5. In comparison with urea adsorption, creatinine adsorption has a longer time to reach equilibrium. The smaller molecular size of urea with 60 Daltons compared with 113 Daltons of creatinine causes it to move faster [20]. Thus, the time to achieve equilibrium of 10 minutes is shorter compared to creatinine with a time of 20 minutes. The trend in urea adsorption is similar to that of creatinine adsorption where sample ACF_PA is able to adsorb more urea molecules compared to sample ACF_SA with an equilibrium constant of 0.68 compared to 0.23 of sample ACF_SA. Thus, the sample ACF_PA is better in adsorbing both urea and creatinine molecules. In comparison with conventional haemodialysis membranes, the ACF_PA sample is able to remove up to 68% of urea compared to the conventional membrane removal rate of approximately 34% in average [20]. However, ACF_SA samples have proven that treatment of EFB fibre treated with H2SO4 could not be compared to the conventional haemodialysis membrane as the removal rate of 23.4% is lower than the conventional haemodialysis membranes.
Table 5. Equilibrium time, amount of urea adsorbed during equilibrium and equilibrium constant for ACF samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Time to achieve equilibrium, t (min)</th>
<th>Initial Urea concentration (µmol/g)</th>
<th>Adsorbed urea concentration when equilibrium first reached, Q_{eq} (µmol/g)</th>
<th>Equilibrium constant, K (Q_{eq}/Q_{o})</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACF_PA</td>
<td>10</td>
<td>50000.00</td>
<td>34200.05</td>
<td>0.684</td>
</tr>
<tr>
<td>ACF_SA</td>
<td>10</td>
<td>50000.00</td>
<td>11700.00</td>
<td>0.234</td>
</tr>
</tbody>
</table>

4. Conclusion

ACF samples was successfully produced by acid impregnation using H_{2}SO_{4} (ACF_SA) and H_{3}PO_{4} (ACF_PA). ACF samples using KOH (ACF_PH) and NaOH (ACF_SH) impregnation was not successful due to high concentrations of alkali destroying the crystalline structure of EFB fibre. This study highlights that ACF_PA proved to be better at creatinine and urea adsorption compared to ACF_SA despite having a high carbon burn-off. Combination of micro and mesopores proved to be a better option in creatinine adsorption. Both successful ACF samples perform better than conventional haemodialysis membranes in terms of creatinine and urea adsorption proving that ACF produced from EFB fibre can be used as a potential replacement for the haemodialysis membrane. Activated carbon fibre produced using H_{3}PO_{4} showed that it has potential in future haemodialysis adsorption applications. The data produced in this study would be very beneficial for the future development of a replacement of the conventional haemodialysis membrane.
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Abstract
The potential of zinc nanoparticles in various fields such as drug delivery, cancer treatment and food packaging has drawn great interest to researchers in order to search for alternative production method with simpler set up. Antibacterial activities of zinc oxide nanoparticles were shown promising owing to its antibacterial properties over a wide range of bacteria strains and non-toxicity. In recent years, liquid-phase laser ablation was introduced as a modified method from conventional laser ablation with the advantage of providing a rapid quenching effect on the ablated metal surface, concurrently enable the ease of collection of metal nanoparticles ablated from the metal surface in the liquid medium. In most of the literature studies, the type of laser used for liquid-phase laser ablation of metal is Nd:YAG laser. For the first attempt, ytterbium fibre laser was used in this study for the liquid-phase laser ablation on zinc target to produce zinc oxide nanoparticles and its antibacterial activity was investigated. In this study, the ablation parameters of laser power, frequency and ablation period were optimised to achieve zinc oxide with nano size. The nanoparticles were investigated on their particle size distribution using Zeta Sizer, morphology using TEM analysis, concentration using AAS analysis and antibacterial properties using agar disc diffusion with the presence of E. coli. The results show ZnO nanoparticles ranged 100-150 nm were synthesised from ytterbium fibre laser ablation using the optimised range of laser power, frequency and ablation period determined from this present work. ZnO nanoparticles revealed to be amorphous nano-sheets structures based on TEM analysis and they are in extreme low concentration based on AAS analysis (2-6 mg/L). Relatively small inhibition zones observed from antibacterial analysis due to the morphology and extreme low concentration of ZnO nanoparticles.
Keywords: Ytterbium fiber laser, Liquid-phase laser ablation, Zinc oxide nanoparticles, Antibacterial activity.

1. Introduction

In recent years, nanoparticles are being explored broadly since the invention of nanotechnology as nanoparticles possess extraordinary properties, such as physico-chemical, optical and biological properties compared to their bulk material properties [1]. Their properties changes are due to contribution of the quantum effect as the size decrease to near atomic level. According to Parak et al. [2], the discovery of nanoparticles is an important finding in medical field owing to that the biological processes can occur at nanoscale, and the nanoparticles show the ability to amend the biological functionality of certain cells, especially bacteria strains. Gram-positive and Gram-negative bacteria strains cause human diseases. Examples of bacterial diseases are food poisoning, which is caused by *Escherichia coli*, as well as bloodstream infections and pneumonia which caused by *Staphylococcus aureus*. Currently, metallic nanoparticles are being explored intensively as potential antibacterial agents [1]. It is known that silver and copper metals are commonly used in the antibacterial applications such as wound treatment and water treatment respectively since centuries ago. Other than medical field, metallic nanoparticles have potential applications in food industries, textile fabrics and water purification [1]. Zinc oxide (ZnO) nanoparticles, on the other hand, have raised considerable interest in many recent studies due to its ability of exhibiting significant antibacterial properties over a wide range of bacteria strains. It is also reported in a few studies that ZnO is safe and non-toxic to human by the U.S. Food and Drug administration (21CFR182.8991) [3, 4]. Hence, it is foresee that ZnO nanoparticles possess a huge potential in medical field such as drug delivery and cancer treatment, as well as in process food industries where they are incorporated into food packaging materials in order to inhibit the growth of food pathogens [3, 4].

Liquid-phase laser ablation was introduced as a modified method from conventional laser ablation with the advantage of providing a rapid quenching effect on the ablated metal surface, concurrently enable the ease of collection of metal nanoparticles ablated from the metal surface in the liquid medium. Liquid-phase laser ablation was first introduced in 1987, where pulsed laser was used to produce iron oxides with metastable phases from pure iron metal which was submerged in water [5]. It is a method of laser ablation in which a solid target is immersed in a liquid medium and the high power laser beam is directed through the liquid medium onto the surface of the solid target. According to the study performed by Yang L. [5], the species from the target solid are ejected from the surface at large kinetic energy when the laser beam in contact with the target surface. The species then formed a dense region, which also known as plasma at the solid-liquid interface. Unlike the conventional laser ablation, in liquid-phase laser ablation, the plasma in the liquid expands adiabatically at high velocity which creates extra pressure as it passes through the liquid. This high pressure results in the increase of temperature in the plasma. On the other hand, due to high temperature, some liquid is vaporized to form bubbles in the liquid. As more solid is vaporised, the bubbles tend to expand until they burst at certain critical temperature and pressure. It is believed that the formation of nanocrystals or nanostructures of target is formed due to the extreme high temperature and pressure released by the collapse of the ‘cavitation’ bubbles.
Conventionally, methods for nanoparticles synthesis are solvothermal, sol-gel, water-oil microemulsion and hydrothermal [8]. Conventional methods synthesize large quantity of nanoparticles in shorter time and require chemicals as capping agents to maintain the stability of nanoparticles [6]. However, the chemicals used are harmful to environment and tend to contaminate the nanoparticles. Liquid laser ablation is a much simpler method of synthesizing nanoparticles as it does not require the usage of chemicals. Besides that, liquid laser ablation is able to produce smaller size of nanoparticles with narrower distribution and weak agglomeration, hence it is suitable for metal nanoparticles synthesis [7].

Based on the literature review, there are several areas related to liquid-phase laser ablation using fibre laser to produce nanoparticles that are yet to be explored. Most of the studies related to liquid-phase laser ablation have been done using Nd: YAG laser [8-14], instead, ytterbium fibre laser, which was used in this present work is still lacking in the same field of study. The research regarding the use of ytterbium fibre laser in synthesizing nanoparticles was found limited, but several recent studies showed that fibre laser has potential to produce comparative results with the commonly used Nd:YAG laser [7, 15]. There are various factors affecting the ZnO nanoparticles size distribution, which includes the type of liquid medium, energy fluence, wavelength, frequency, pulse duration and ablation period. Since this present study is a preliminary study of the usage of ytterbium fibre laser in synthesizing ZnO nanoparticles, only three factors: laser power, frequency and ablation period were selected based on the limitation of the specifications of fibre laser used. Studies had been done to show the effect of energy fluence of laser on the particles size and surface morphology and all are done using Nd:YAG laser [10, 12, 14]. The relationship between the energy fluence and particle size ablated is uncertain as the conclusion made by different authors do not have the same agreement. Furthermore, there is yet any study performed on the effect of laser frequency and ablation period on the particles size distribution. ZnO nanoparticles is being investigated extensively on their antibacterial properties in more recent days as compared to silver and copper which are already known with their excellent antibacterial activity [1]. However, all studies related to the antibacterial properties of ZnO nanoparticles use either chemical or biological method to synthesis zinc oxide nanoparticles [3, 6, 16]. Hence, the objectives of this present work are to optimise the laser parameters for ZnO nanoparticles synthesis using ytterbium fibre laser and to investigate the morphology and the antibacterial activity of the ZnO nanoparticles synthesised using ytterbium fibre laser.

2. Experimental Work

2.1 Synthesis and characterisation of ZnO nanoparticles

ZnO nanoparticles were synthesised by laser ablation on zinc metal with purity of 99.99% in sterilised distilled water at room temperature. The zinc metal was placed on the metal holder in the beaker. Sterilised water was poured into the beaker until the water level is 5 mm above the metal target, which was approximate 95 mL of water. ZnO nanoparticles solution were obtained by the irradiation of zinc metal with Ytterbium fibre laser (IPG Laser: YLP-1-100-20-20-HC) which operated at 1064 nm wavelength, 100 ns pulse duration and 1050 mm/s scanning speed at room temperature.
Three laser parameters were varied in this work, which are the laser power, laser frequency and ablation period. In the first or preliminary stage of experiment, 4-level laser power (2 W, 6 W, 10 W, 14 W), 2-level laser frequency (20 kHz, 100 kHz) and 3-level ablation period (1 min, 3 min, 5 min) were applied to obtained 24 samples of ZnO nanoparticles solution. In the second or revision stage, the factors were revised by increasing the range of power to maximum (20 W), ablation period (7 min) as well as the frequency (60 kHz, 150 kHz, 200 kHz). This stage was only carried out with the higher power region which is 14 W and 20 W. A total of 42 samples were collected from the laser ablation. The solution contained ZnO nanoparticles was turned into brown colour right after the laser ablation and turned colourless after a few hours left unstirred, as shown Fig. 1.

Figure 1. Colour of the solution turned from brown (a) to colourless (b) few hours without stirring after the laser ablation

The particle size distribution of the samples of ZnO nanoparticles solution obtained from laser ablation was investigated by Zetasizer (Malvern Nano ZS ZEN 3600). This analysis was conducted in triplicates and the average value was recorded. The sample with the best result (the smallest average size of ZnO nanoparticles) was selected for morphology analysis using TEM (Hitachi HT-7700) at 120 kV. Before undergoing TEM analysis, the sample was sonicated for 15 mins at room temperature. Then, a drop of sample is placed on a meshcopper grid support and it is dried in an oven at 50 º C for 10 mins. The concentration of the best five results of ZnO nanoparticles obtained from laser ablation was analysed by AAS (PerkinElmer AAAnalyst 400) using zinc lamp.

2.2 Bacterial strains

All the procedures involving bacteria strains were conducted in the Laminar Flow Cabinet. *E. coli* strains were obtained from laboratory of School of Engineering, Taylor’s University. The bacteria strains kept in the freezer were defrosted for re-culture. 100 µL of *E. coli* strains were added into 100 mL of nutrient broth. The broth with bacteria strains was incubated in the Orbital Shaker Incubator (LM-400D) for overnight at 37 º C and 100 rpm. After incubation, bacteria streaking on agar plates were done in order to obtain the isolated colony of bacteria strains. The agar plates with bacteria strains were incubated overnight at 37 º C.

2.3 Antibacterial assay

Antibacterial activities of the best five results of ZnO nanoparticles were determined using the agar disc diffusion assay. The agar plates prepared for
antibacterial assay were incubated overnight to ensure there is no contamination occurs. The isolated colony of *E. coli* was obtained from the agar plates and it was added into 100 mL of nutrient broth. The bacteria suspension was incubated in the Orbital Shaker Incubator for overnight at 37 °C and 100 rpm. The concentration of bacteria suspension was adjusted to match the absorbance value of 0.5 McFarland turbidity standards using UV-vis spectrophotometer (Genesys 10S) with 625 nm wavelength, which the concentration of bacteria suspension is 1.5 x 10⁸ colony-forming units (CFU) / mL when the absorbance value is between 0.08 to 0.1 using 625 nm wavelength. 100 µL of bacteria suspension was inoculated on the surface of nutrient agar using a sterilised glass spreaders 90° bend. Three layers of sterile filter papers with 6 mm diameter were dipped into the ZnO nanoparticles samples in order to adsorb the ZnO nanoparticles onto the filter paper and they were placed on the nutrient agar with bacteria inoculated. The plates with bacteria and ZnO nanoparticles were incubated at 37 °C for 48 hours. The inhibition zones of each sample were observed and the diameter of each inhibition zone was measured using a meter ruler. This antibacterial assay was conducted in triplicates and the average value was recorded.

### 3. Results and discussion

#### 3.1 Zinc oxide nanoparticles formation

According to previous studies [12, 13, 18, 19], ZnO nanostructures formation by liquid-phase laser ablation is divided into two types of reactions: physical and chemical reactions. When laser beam is ablated onto the zinc metal surface, a dense zinc plasma region is produced on the liquid-solid interface. The presence of liquid medium, which is distilled water in this work, creates extra pressure on the plasma and restricts the expansion of plasma hence making it denser when compared to the plasma produced by conventional laser ablation (without liquid).

The plasma expands adiabatically at high velocity until the plasma extinguished and hence zinc clusters are formed. After the disappearance of plasma, cavitation bubble is formed and expanded with time until it collapses at its maximum size. The collapse of cavitation bubble releases high temperature and pressure to the surrounding, hence it is believed that this phenomena contributes to the formation of ZnO nanoparticles. At the same time, the zinc clusters produced from plasma react with the surrounding water medium to form zinc hydroxide, Zn(OH)₂ and Zn(OH)₂ will further decompose to form ZnO. The chemical equations of the formation of Zn(OH)₂ and followed by formation of ZnO are shown in Eq. 1 and 2 respectively:

\[
\text{Zn} + 2\text{H}_2\text{O} \rightarrow \text{Zn(OH)}_2 + \text{H}_2 \quad \text{Eq. (1)}
\]

\[
\text{Zn(OH)}_2 \rightarrow \text{ZnO} + \text{H}_2\text{O} \quad \text{Eq. (2)}
\]

The physical and chemical reactions happened simultaneously and continuously as the laser ablation continues.

The presence of ZnO nanoparticles in distilled water was justified by the colour change of the solution right after the laser ablation and few hours later, as shown in Fig. 1. The colour of solution turns brown right after the laser ablation, as shown in Fig. 1 (a) and it became colourless solution few hours later, as shown in Fig. (b). This colour change is due to the extreme high temperature and pressure released from the plume.
produced by the large kinetic energy of the laser beam onto the metal surface [5]. The beaker containing the solution is warm when touched right after the laser ablation indicating the occurrence of the liquid-phase laser ablation mechanism. This observation is in agreement with Solati E., et al. [14]. At high temperature, ZnO nanoparticles formed brownish in solution and it turned into colourless after it is cooled down to room temperature.

3.2 Particle size distribution

Fig. 2 shows the relationship between the average particle size of ZnO and the laser power at different frequencies with a constant ablation period of 1 min (a), 5 min (b) and 7 min (c). Fig. 3 shows the relationship between the average particle size of ZnO and the laser frequency at different ablation period with a constant power of 14 W (a) and 20 W (b). Fig. 4 shows the relationship between the average particle size of ZnO and the ablation period at different power with a constant frequency of 20 kHz (a), 60 kHz (b) and 100 kHz (c).

There is no general trend observed from the relationship between laser power, laser frequency and ablation time with the ZnO particle size based on the graphs shown in Fig. 2, Fig. 3 and Fig. 4. However, the factors are interconnected with each other in order to obtain the desirable particle size of ZnO nanoparticles. In Fig. 2, most samples with desirable particle size, which is below 200 nm are obtained in the higher power region, 14 W to 20 W although there is no similar trend for different frequencies and ablation periods. In Fig. 2 (a), the desirable particle sizes are observed at 10 W and 14 W at 20 kHz. At higher frequency which is 100 kHz, the particle sizes at any power are undesirable at 1 min ablation period. In Fig. 2 (b), the desirable particle sizes are observed at 14 W at both 20 kHz and 100 kHz, as well as at 20 W at 100 kHz. This shows that the increase in frequency and ablation period leads to desirable particle size at higher power region. However, the further increase of frequency does not lead to further reduction of particle size, as shown in Fig. 2 (c). This phenomena is clearly shown in Fig. 3, where the desirable particle sizes are obtained in the lower frequency region, 20 kHz to 100 kHz although there is no similar trend for different ablation periods and powers. In both Fig. 3 (a) and (b), the desirable particle sizes are obtained mostly from 20 kHz, 60 kHz and 100 kHz at higher power region, which is 14 W (a) and 20 W (b). It is also observed that desirable particle size is obtained at 150 kHz, 14 W but turned undesirable at the same frequency with higher power, 20W. Hence, at lower power, higher frequency can be applied in order to obtain the desirable particle size. In Fig. 4, the desirable particles sizes are obtained in the higher ablation period, 5 min to 7 min. The desirable sizes are obtained mostly from 5 min and 7 min at lower frequency region, which is 20 kHz (a), 60 kHz (b) and 100 kHz (c). In Fig. 4 (a), the desirable particle sizes are obtained in longer ablation time (5 min and 7 min) and higher laser power (14 W and 20 W), which matches the statement concluded based on the graphs in Fig. 2. In Fig 4 (c), the desirable particle sizes are obtained from only 5 min and become undesirable at 7 min due to the higher frequency applied, 100 kHz, compared to the frequency applied in Fig. 4 (a) and (b).

Solati E., et al. [14] reported that the increase in laser energy fluence leads to the decrease in ZnO nanoparticles. Guillen G.G. et al. [12] reported no conclusion on the trend of ZnO nanoparticles against the laser energy fluencies. In this present work, overall, it can be concluded that the increase in laser power leads to decrease in ZnO
nanoparticles, however it is strongly influenced by the other parameters: laser frequency and ablation period. In conclusion, in order to obtain the desirable ZnO particle size which is less than 200 nm, the power of the ytterbium fibre laser applied should be at higher region (14 W to 20 W), lower region (60 kHz to 100 kHz) for laser frequency and higher region (5 min to 7 min) for ablation period.

Figure 2. Graph of average ZnO particle size against laser power at constant 1 min (a), 5 min (b) and 7 min (c) ablation period.

Figure 3. Graph of average ZnO particle size against laser frequency at constant 14 W (a) and 20 W (b) power.
Figure 4. Graph of average ZnO particle size against ablation period at constant 20 kHz (a), 60 kHz (b) and 100 kHz (c) frequency.

Out of 42 samples in total, the five samples with the lowest ZnO particle size obtained from ytterbium fibre laser ablation are selected for further analysis. Table 1 shows the best five results of ZnO nanoparticles with their respective particle sizes and laser parameters. The power, frequency and ablation period ranges in Table 1 are matched with the conclusion made previously based on the graphs in Fig. 2, 3 and 4. Fig. 5 shows the particle size distribution (based on volume percentage) of the five samples obtained from the Zetasizer. Although the average particle size of all the samples are above 100 nm, the greatest volume percentage of all the samples are in the range of 60-80 nm based on the graphs in Fig. 5, showing that most of the ZnO particles are in nanosize. Sample S1 and S2 even showed significant amount of nanoparticles ranged 15-40 nm. Hence, these results proved that ytterbium fibre laser can be used to synthesise ZnO particles in nanosize.

Table 1. The five lowest average particle size of ZnO samples obtained from laser ablation with their respective laser parameters used

<table>
<thead>
<tr>
<th>Sample</th>
<th>Power (W)</th>
<th>Frequency (kHz)</th>
<th>Ablation period (min)</th>
<th>Average particle size (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>14</td>
<td>100</td>
<td>5</td>
<td>116.4</td>
</tr>
<tr>
<td>S2</td>
<td>20</td>
<td>100</td>
<td>5</td>
<td>118.4</td>
</tr>
<tr>
<td>S3</td>
<td>20</td>
<td>60</td>
<td>7</td>
<td>123.2</td>
</tr>
<tr>
<td>S4</td>
<td>14</td>
<td>20</td>
<td>5</td>
<td>135.6</td>
</tr>
<tr>
<td>S5</td>
<td>14</td>
<td>60</td>
<td>7</td>
<td>139</td>
</tr>
</tbody>
</table>
Figure 5. Particle size distribution of the five best samples of ZnO nanoparticles obtained from ytterbium fibre laser ablation in distilled water: sample S1 (a), S2 (b), S3 (c), S4 (d) and S5 (e).
3.2 Transmission electron microscopy (TEM) analysis

Fig. 6 (a) and (b) show the TEM images of ZnO nanoparticles synthesized by laser ablation in distilled water. These images revealed that ZnO nanoparticles synthesised in this work are in amorphous structures. In other words, they consist of several layers nano-sheets structures attached together, which is shown by the light and dark grey region based on the TEM images. The dark grey region show denser area where more nano-sheets layers attached together, while the light grey region show less dense area where only single or a few layers of nano-sheets attached. The ZnO nanostructures obtained from ytterbium fibre laser is different from the ZnO nanostructures obtained from Nd: YAG laser in the previous studies [12-14, 20] where most of the ZnO nanoparticles produced were either spherical or flakes in shape. Furthermore, unlike the spherical ZnO which has crystalline structure, ZnO obtained from present work does not have crystalline structure with no specific shape. It is suspected that the formation of amorphous ZnO structure is due to the relatively low laser power of the ytterbium fibre laser compared to Nd: YAG laser. As lower laser power is used, a lower plasma temperature and pressure is induced during laser ablation and hence producing weaker plasma with shorter lifetime [21]. Shorter plasma lifetime leads to shorter nucleation and growth time of ZnO particles, thus forming irregular nanosheets without crystalline structure. During the formation of ZnO, the nucleation of Zn is induced by the reduction of Gibbs free energy [22]. The reduction of Gibbs free energy is necessary in order to achieve the solubility or supersaturation equilibrium of the solute in a solution as solute above solubility equilibrium posses high Gibbs free energy. In order to lower the Gibbs free energy, solute will aggregate themselves from the solution and form a new solid phase [22]. In this case, it was observed that layers of ZnO nanosheets segregate and assemble together to reduce the free surface energy in order to reach its equilibrium state.

Fig. 6 (a) shows one of the ZnO nanoparticles contained in sample S1. This quasi-spherical nano-sheet structure has approximate 77.6 nm in diameter, which is in agreement with the particle size distribution obtained from Zetasizer. Fig. 6 (b) shows the close-up image of one of the ZnO nanoparticles in sample S1. Porous structures were observed from the close-up image where it is in agreement with the study done by Li S., et al. [17], where they showed that the ZnO which is also obtained from pulsed laser ablation using deionised water are in porous nano-sheets structures. Fig. 6 (c) show the overview TEM image from one of the mesh grids, which only two particles (in red circles) were seen on a mesh grid. This shows that the concentration of ZnO nanoparticles obtained from laser ablation is very low, compared to studies done by Li S., et al. [17] and Solati E., et al. [14]. The concentration of ZnO nanoparticles obtained was further analysed using AAS which is discussed in the following section.
3.3 Atomic absorption spectroscopy (AAS) analysis

Table 2 shows the concentration of the five best results of ZnO nanoparticles obtained from ytterbium fibre laser ablation. These results reveal that the concentration of ZnO nanoparticles is ranged from 2 mg/L to 6 mg/L. Samples S3, S4 and S5 have relatively higher concentration than the samples S1 and S2. Since the power and ablation period used in these five samples are in small range, which is 14 W and 20 W for power as well as 5 min and 7 min ablation period, this may due to the lower frequency used in sample S3, S4 and S5, which is 60 kHz, 20 kHz and 60 kHz respectively, while the frequency used in S1 and S2 are both 100 kHz. Compared to the studies by Ismail R. A. et al. [8] and Zimbone M. et al. [9], where the concentration of iron oxide nanoparticles by [8] and titanium oxide nanoparticles by [9] used for antibacterial analysis is 4000-4250 mg/L and 25-100 mg/L respectively, the concentration of ZnO nanoparticles obtained from ytterbium fibre laser is extremely low. It is suspected that the rate of formation of ZnO nanoparticles using ytterbium fibre laser is lower than using Nd:YAG laser due to its relatively low laser power of ytterbium fibre laser.
Table 2. Concentration of the five best results of ZnO nanoparticles obtained using various laser parameters

<table>
<thead>
<tr>
<th>Sample</th>
<th>Concentration (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>2.795</td>
</tr>
<tr>
<td>S2</td>
<td>2.894</td>
</tr>
<tr>
<td>S3</td>
<td>6.086</td>
</tr>
<tr>
<td>S4</td>
<td>5.665</td>
</tr>
<tr>
<td>S5</td>
<td>5.522</td>
</tr>
</tbody>
</table>

3.4 Antibacterial activity

Fig. 7 shows the inhibition zones obtained from samples S1, S2 and S3 after 48 hours of incubation. The inhibition zones were indicated by relatively transparent zone surrounded the filter paper immersed with ZnO nanoparticles, as shown in black circles in Fig. 7. At nano-size scale, ZnO exhibits significant antibacterial properties compared to its bulk material properties [1]. Small particle size increases the surface area of the particles, hence they have the ability to amend the biological functionality of certain cells, especially bacteria strains [2]. It is believed that the mechanism on bacterial cell destruction of ZnO is the generation of hydrogen peroxide from ZnO surface which inhibits the bacterial growth [1, 4]. Small inhibition zones were observed in each sample with the diameter of 1-2 mm each. Compared to studies done by Suresh D. et al. [16], Anbuvannan M. et al. [6], the inhibition zones obtained from this work is relatively small due to the extreme low concentration of ZnO nanoparticles. The antibacterial activity of nanoparticles is significantly affected by the nanoparticles concentration and the initial bacterial concentration [8]. Hence, the nanoparticles concentration is the major factor of their antibacterial activity in this present study. The decrease in particle size leads to increase in antibacterial activity of the nanoparticles due to the increase in large surface area of nanoparticles and hence its membrane permeability [8]. In this present study, ZnO nanoparticles in the range of 115-140 nm size are used for their antibacterial activity. Similar inhibition zones and antibacterial activities were observed which may due to the small difference between their particle sizes. On the other hand, according to a study performed by Jaiswal et al., the antibacterial activity of ZnO nanoparticles is dependent on their morphology structures [23]. Previous studies [6, 24] reported that ZnO nanoparticles in spherical shape exhibit excellent antibacterial properties. There is yet any study performed to study the antibacterial activity of ZnO nanoparticles synthesised by ytterbium fibre laser. Therefore, it was suspected the amorphous structure of ZnO nanoparticles produced from ytterbium fibre laser showed no significant effect on its antibacterial activity towards *E. coli* bacteria strains.
Figure 7. Inhibition zones induced by ZnO nanoparticles in samples S1, S2 and S3 against *E. coli*.

4. Conclusion

This study revealed that zinc oxide nanoparticles were successfully produced using ytterbium fibre laser ablation in distilled water. Based on the results obtained from this present work, the most desirable ZnO average particle size, which is between 100 and 150 nm, are be synthesised using higher power region (14-20 W), lower frequency region (20-100 kHz) and longer ablation period (5-7 min). The ZnO nanoparticles are in amorphous structures, and mostly contained several layers of irregular nano-sheets structures attached together. The formation of amorphous ZnO nanostructures is suspected due to the relatively low laser power of ytterbium fibre laser compared to the commonly used Nd: YAG laser. Both TEM and AAS analysis revealed that the concentration of ZnO particles is only 2-6 mg/L, which is extremely low. The extreme low concentration of ZnO obtained from ytterbium fibre laser is also suspected due to the relatively low laser power of fibre laser used. Besides that, no significant antibacterial activity was observed from ZnO nanoparticles synthesised from ytterbium fibre laser, which may be due to the extreme low concentration of ZnO nanoparticles and the morphological dependency.

In future work to further study the feasibility of using ZnO nanoparticles produced from this method as antibacterial agent, the ablation process will be repeated in the same liquid medium using the combination of parameters obtained in this study to achieve the desired concentrations (c.a. 100 mg/L) prior to the antibacterial testing. Furthermore, to further study on other potential applications of the ZnO nanoparticles produced from this method, the ablation process will be repeated using different liquid medium using the combination of parameters obtained from this study to study on the morphological structure of nanoparticles produced and its potential application.
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Abstract
A series of starch based biodegradable polymers crosslinked with varying concentration (0.1-1 g) of citric acid (CA) and glycerol was solution casted at 150 °C subsequent to a preheating of 80°C. The effect concentration of (CA) the samples was evaluated by studying the moisture content, swelling degree, weight loss of samples at varying temperatures (35- 50°C) and biodegradability of samples based on macroscopic appearance. Increasing concentration of CA results in decreasing swelling degree of the samples with the minimum and maximum swelling degree of 55.8±2.5 % and 143.2±5.1 % occurring at 1.0 g and 0 g of CA respectively. Greater concentration of CA also cause a decrease in moisture content of samples with minimum and maximum moisture content of 5.1±0.5 % and 20.3±1.2 % occurring at 0 g and 1.0 g of CA respectively. Consequently, weight loss of polymers increases gradually with time. Samples with no CA experience the greatest weight loss with time at all temperatures. 0.3 g CA is determined as the optimum concentration of CA for starch polymers in improving soil suitability due to the least weight loss of samples with time indicating that water is gradually released with time. All samples displayed significant biodegradation at the end of the 28 day study with the sample without CA showing the highest rate of biodegradation and samples with 1.0 g of CA showing the least rate of biodegradation based on macroscopic appearance.

Keywords: Polymer, starch, citric acid, glycerol, moisture content

1. Introduction

Research of biodegradable polymers and its applications in various industries has been rapidly increasing in recent years. Biodegradable polymers plays a major role in the effort of conserving the environment especially in its applications in medicinal, packaging and also agricultural industries. Besides the well-known fact that biodegradable polymers are able to be broken down or dissociate after its intended purpose is fulfilled, it is also widely used in the industries as mentioned above due to the polymers being able to transport specific objects such as drugs or enzymes to their
desired destination. Furthermore, biodegradable polymers are increasingly applied in medicinal and agricultural properties due to specific properties such as having low or no-toxicity, being able to maintain mechanical and structural stability before degradation as well as ability of control-release of substances being transported.

Hence, polymers are widely used in this industry with the main purpose of improving soil suitability for agricultural and landscaping purposes to achieve a higher production rate. Development of super absorbents polymers and composites are also used in places facing long period of droughts, hot climates as well as low availability of source of water. Super absorbent polymers are known to improve soil properties by increasing their water retention capacity, reduce frequency of irrigation, increase soil permeability as well as to ensure a constant supply of water even throughout dry seasons or drought where water availability is scarce [1]. However, super absorbent polymers and composites are often made of materials that are not completely biodegradable and these degraded materials causes harm to soil and crops over a long period of time.

In order to overcome this problem of biodegradability, starch is chosen as one of the main material to synthesise the biodegradable polymer. This is because the polysaccharide region of starch is completely biodegradable. Starch is also one of the most abundant and cheap polysaccharides, consisting of an average of 70% amylopectin and 30% amylose. Thus, mass production at a bigger scale would be easier and cost beneficial with a cheap and easily available material. Starch based polymers are hydrophilic in nature with the molecular formula of (St-OH) which enhances the ability of the hydrophilic group to form intramolecular hydrogen bond with water molecules, thus increasing the water absorption of polymers [2], [3]. Furthermore, starch provides a greater oxygen permeability when it is being consumed by microorganisms and also biodegrades faster than synthetic polymer [4]. The biodegradable characteristic of starch combined with the low cost and easy availability are the main reasons starch was chosen as the main material to synthesise the biodegradable polymer. But starch polymers are also brittle with low tensile strength, high water sensitivity and have poor moisture barrier properties.

One of the approach of overcoming the weaknesses of starch polymers relative to their structural and hygroscopic properties is through crosslinking. Examples of cross-linking reagents are boric acid [5], epichlorohydrin [6] and glutaraldehyde [7]; where those cross-linkers involves radiation [8], and photo-cross-linking [9]. Citric acid (CA) which is the main organic acid found in citrus food consist of three carboxyl and hydroxyl group. Due to the multi-carboxylic structure of CA, esterification can take place between the carboxyl group of CA and hydroxyl group on starch, thus improving mechanical strength and structure. Furthermore, CA is proven to be harmless to the body and is non-toxic. CA has been approved by U.S. Food and Drug Administration (FDA) for use in human and can potentially be applied in biomedical and food packing industry.

A starch based polymer synthesised only with CA as cross-linking agent will result in a polymer that is less flexible and brittle. Glycerol which acts as a plasticizer is able to overcome this problem when added to the system by increasing plasticity. Some authors such as Reddy and Young, Shi as well as Menzel have studied on CA-
glycerol-starch system where the authors mentioned that the addition of glycerol to the system increased the plasticity and reduced the brittleness of the polymer [10],[11],[12].

In this work, the effect of concentration of CA on the moisture content, degree of swelling, weight loss of polymers at varying temperatures (35 °C to 50 °C) and biodegradability of polymer in soil is studied to identify the optimum concentration of CA in starch polymers which helps to improve the soil suitability for landscaping purposes.

2. Experimental

2.1. Materials

Soluble potato starch (AR) was purchased from Synertec Enterprise (Kuala Lumpur, Malaysia) which composed of 25% amylose and 75% amyllopectin. Glycerol anhydrous (purity: 99.8%) Citric acid anhydrous (99.5% BP) was purchased from Synertec Enterprise (Kuala Lumpur, Malaysia). Effective microorganisms (EM-1) was purchased from Ace Hardware (Kuala Lumpur Malaysia).

2.2. Preparation of starch polymer

The starch polymer was prepared using solution casting method. First, the starch mixture was prepared by dissolving 10 g of starch, 1 g of glycerol, 150 of g distilled water and different concentrations of CA (0 g, 0.1 g, 0.3 g, 0.5 g and 1 g) in a 250 ml beaker. The composition of the starch mixture is shown in Table 1. The starch mixture was then heated at 80 °C for 45 minutes using a magnetic stirrer with the agitation set at 350 rpm. The starch mixture was then further heated at 150 °C for another 45 minutes with the same agitation as before. After that, the solution was casted in plastic molds and heated in the oven at 60 °C for 48 hours.

Table 1. Materials’ abbreviations and their sample compositions

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Samples Starch (g)</th>
<th>Glycerol (g)</th>
<th>Distilled water (g)</th>
<th>CA (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>10</td>
<td>1</td>
<td>150</td>
<td>0</td>
</tr>
<tr>
<td>SGDC0.1</td>
<td>10</td>
<td>1</td>
<td>150</td>
<td>0.1</td>
</tr>
<tr>
<td>SGDC0.3</td>
<td>10</td>
<td>1</td>
<td>150</td>
<td>0.3</td>
</tr>
<tr>
<td>SGDC0.5</td>
<td>10</td>
<td>1</td>
<td>150</td>
<td>0.5</td>
</tr>
<tr>
<td>SGDC1.0</td>
<td>10</td>
<td>1</td>
<td>150</td>
<td>1.0</td>
</tr>
</tbody>
</table>

2.3 Degree of swelling

The swelling degree of samples was carried out at room temperature which is at 25 °C with rounded samples of 3 cm diameter placed in deionized water for 48 hours. The swollen samples were then dried using a wire mesh of 100 mm to remove excess surface moisture. The swelling degree of samples was determined by measuring the weight gain of samples in 500 ml water as shown in the eq. 1,
Swelling degree (\%) = \frac{M_w - M_d}{M_d} \times 100 \quad (1)

Where \(M_w\) is the wet mass of samples after swelling for a fixed period of time and \(M_d\) is the dry mass of samples before swelling. The reported results are the average results of five samples in each case.

2.4 Moisture content

Moisture content of samples were determined by cutting the samples to small pieces with a total of 1 g and drying the samples in an oven at 105 °C for 24 hours. The percentage of moisture content was calculated using eq. 2:

\[
\text{Moisture content (\%)} = \frac{M_o - M_d}{M_o} \times 100 \quad (2)
\]

Where \(M_o\) is the mass of samples before drying and \(M_d\) is the mass of samples after drying. The reported results are the average results of five samples in each case.

2.5 Weight loss of samples at different temperatures

The samples were immersed in deionised water for 48 hours beforehand. The swollen samples were then dried using a wire mesh of 100 mm to remove excess surface moisture. The swollen samples are then cut into small pieces with a total of 1 g and dried at 35 °C, 40 °C, 45 °C and 50 °C in a moisture analyser until a constant mass is obtained. The reported results are the average results of five samples in each case.

2.6 Biodegradability test

The samples were cut in round pieces of 3 cm diameter. Vegetable compost which was used as sol was sifted to remove large clumps and unwanted materials before being poured into a plastic box with a thickness of 8 cm. The samples were buried 4 cm below the soil and was left at humidity conditions of 75% and room temperature of about 25 °C. The samples and soil were watered twice daily to maintain the moisture level and prevent the soil and samples from drying out. Efficient microorganisms (EM-1) is mixed along with the water used to water the soil and samples with a ratio of 1 part per 500 part to increase the rate of biodegradation. The samples are then removed at different times and dried in a vacuum oven at 50 °C for 24 hours.

3. Result and discussion

3.1 The effect of citric acid concentrations on the degree of swelling

The water absorption capacity is a very important property in improving soil suitability. According to Shi et al. (2008), the polymer reaches swelling equilibrium in 24 hours. Hence, the selected time for swelling is 48 hour which is longer than the equilibrium time reported by Shi et al. (2008), to ensure equilibrium swelling takes place. Some authors such as Yoon, Chough & Park used CA as plasticizers and esterification agent where the temperature of polymer synthesis is set at 50 °C [13], [14]. However esterification only occurs at a high temperature which results in changes of structural and physical properties. Hence the moulding temperature for this starch polymer crosslinked with CA and glycerol was set at 80 °C and 150 °C to ensure
Esterification process takes place. Residual-free CA in the starch polymer may act as a plasticizer, along with glycerol to form strong hydrogen bonds with the hydroxyl groups on the starch polymer. This helps in improving the interaction between molecules and increase mechanical strength and structure. However, the increase in crosslinking and esterification causes the swelling degree of polymer to decrease [15],[16].

The swelling degree of samples after being immersed in 500 ml of deionised water for 48 hours are shown in Table 2. Generally, it can be observed that the swelling degree of samples decreases when the CA concentration increases which is consistent with the results reported by Zou and Borredon [15], [16]. However, the decrease in swelling degree is more significant in SGDC1.0 compared to SGDC0.1 and SGDC0.3. This is because the small amount of CA did not cause any significant changes to the swelling degree of the samples. However, according Shi, the swelling degree of polyvinyl alcohol starch films crosslinked with CA and glycerol has a maximum swelling of 31% without any addition of CA and a minimum swelling of 19.6% with 20 wt% of CA [11]. From Table 2, it can be observed that the maximum swelling degree of 143.2% occurs with SGD which is the control and a minimum swelling degree of 55.8% with SGDC1.0. This proves that starch polymer crosslinked with CA and glycerol has a higher swelling degree than polyvinyl alcohol starch films crosslinked with CA and glycerol. However, the process temperature also plays a vital role in the swelling degree as different process temperatures results in polymers with different swelling degrees in water.

It can also be noted that the addition of 1.0 g of CA to the system is not in excess as the swelling degree of SGDC1.0 decreases when compared to SGDC0.5. According to Zou et al., Borredon and Shi et al., increase in CA content will also cause a decrease in the swelling degree of polymer [15], [16]. This is due to the cross-linking of CA with starch macromolecules which forms covalent bonds to supplement the intermolecular hydrogen bonds and increase the resistibility of water. According to Ghanzarzadeh et al, further increase in CA content from 10% to 19% did not affect the water absorption of the films. However, when the CA content was increased to 20%, the water absorption of the starch films increased to 33.97% and this is due to the plasticization effect of residual free CA. The residual-free CA fits into the polymer chains resulting in an increase in the space chain mobility and inter-chain which promotes water vapor diffusivity through the starch film and increases water vapor transmission through the films. Therefore the swelling degree increases when CA is added in excess to the system. In this research the swelling degree of samples decreases from SGD to SGDC1.0 indicating that CA is not yet in excess hence no plasticizing effect takes place.

<table>
<thead>
<tr>
<th>Samples</th>
<th>SGD</th>
<th>SGDC0.1</th>
<th>SGDC0.3</th>
<th>SGDC0.5</th>
<th>SGDC1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swelling degree (%)</td>
<td>143.2±5.1</td>
<td>113.6±3.5</td>
<td>101.9±2.2</td>
<td>73.45±1.7</td>
<td>55.8±2.5</td>
</tr>
</tbody>
</table>
3.2 The effect of citric acid on moisture content

The moisture content of the polymer is based on the amount of moisture in the polymer at that respective time. Table 3 shows the moisture content of the samples after drying in an oven at 105 °C for 24 hours. The drying temperature is set at 105 °C to ensure that all moisture are fully removed to obtain the bone dry weight of the samples. From Table 3 it can be observed that the moisture content of samples decreases when the concentration of CA increases. SGDC1.0 has the least moisture content of 5.1% and SGD which is the control has the highest moisture content of 20.3%. This further supports the theory mentioned earlier where the increase in crosslinking due to increase in concentration of CA results in lesser amount of free hydroxyl group to be bonded with the water molecules which leads to lower moisture content. It can also be observed from Table 3 that SGDC0.5 and SGDC1.0 has lesser decrease in moisture content compared to SGDC0.1 and SGDC0.3. The moisture content of the control without any addition of CA is 20.3 % and is similar to the research of Seligra et al., where the moisture content of the control of biodegradable starch films crosslinked with glycerol without the addition of citric acid has a moisture content of 20 %.

Table 3: The effect of CA concentration on the moisture content of samples after drying at 105 °C for 24 hours

<table>
<thead>
<tr>
<th>Samples</th>
<th>SGD</th>
<th>SGDC0.1</th>
<th>SGDC0.3</th>
<th>SGDC0.5</th>
<th>SGDC1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moisture content (%)</td>
<td>20.3±1.2</td>
<td>14.1±0.8</td>
<td>7.4±0.3</td>
<td>5.5±0.7</td>
<td>5.1±0.5</td>
</tr>
</tbody>
</table>

3.3 The effect of citric acid on weight loss of samples at different temperatures

The weight loss of samples is measured relatively to time and the results are as shown in Figure 1. Generally, it can be observed from Figure 1 that the weight of polymer decreases gradually with time. The temperature chosen to conduct this test was 35 °C, 40 °C, 45 °C and 50 °C which represents the surrounding temperature of tropical countries such as Malaysia. The weight loss of polymer at the temperatures mentioned indicates the weight of moisture lost to surrounding at that specific temperature. According to Shi, starch films only exhibits a two-step decomposition pattern with the first step beginning only at 200 °C followed by 382 °C [11]. The first step of decomposition is due to the loss of loosely bounded water whereas the second step was caused by heat decomposition of the molecules. This further proves that at low temperatures from 35 °C to 50 °C, the starch polymer does not experience any thermal degradation hence the weight loss of polymer is attributed to the moisture lost to surrounding. From Figure 1 to Figure 4, it can also be observed that SGD which is the control has the highest weight loss of polymer for each temperature indicating that SGD has the highest WVP due to moisture lost to surrounding in the form of weight loss of polymer. Olivato reported that higher concentration of CA results in lower water vapour permeability [17]. This is due to crosslinking occurs at a higher degree with increasing concentration of CA resulting in increasing difficulty of water to diffuse through the film matrix and structure. However very few studies and research have been conducted on studying the rate of moisture lost to surrounding at different temperatures. Based on Figure 1 to Figure 4, it can also be noted that at 35 °C, 45 °C and 50 °C; SGDC0.3 has the least weight loss of polymer with time. SGDC0.3 is determined to be the optimum
CA concentration in increasing soil suitability as the swollen polymer samples experience a gradual but least release of water along with time. This is important in improving soil suitability as in dry conditions, polymers containing water who gradually release small amount of water with time is able to sustain plant life for a longer period of time. Even though SGD which is the control releases the most amount of moisture in the form of weight loss of polymer over time, however to improve soil suitability in dry conditions, polymers that can control release water gradually over a long period of time is more useful in sustaining plant life as the plant receives minimal amount of water over a longer period of time. SGDC0.3 also has stronger structural properties compared to SGD. According to Olivato, the tensile strength of the starch films were increased but the elongation property of the films decreased with increasing CA content. This is because the carboxyl and ester groups added to the system gives more reactive points for crosslinking reactions to take place, thus boosting the compatibility between the polymeric molecules and producing stronger resistant films [17]. This is important for biodegradable polymers applied in landscaping purposes as the samples buried below the ground might not be able to support the stress from the soil and hence a minimal tensile strength is needed for the polymer to withstand the stress from being buried in the soil. From figure 1 to figure 4, it can also be observed that even though the heating temperature increases from 35 °C to 50 °C, the difference in weight of polymer loss over time is very low for each samples with different temperatures. This proves that the small temperature difference between 35 °C to 50 °C does not affect the rate of moisture release of polymers.

![Figure 1: Change of weight of polymer with time at 35 °C](image-url)
Figure 2: Change of weight of polymer with time at 40 °C

Figure 3: Change of weight of polymer with time at 45 °C
3.4 The effect of citric acid on the biodegradability of samples

Figure 5 shows the macroscopic appearance of the polymers as a function of time buried in vegetable compost. It can be observed that SGD, SGDC0.1, SGDC0.3 and SGDC0.5 showed significant degradation by the change of tonality and the formation of pores indicating the beginning of degradation at 7 days whereas SGDC 1.0 only showed significant degradation after 14 days. When the samples are buried in soil, water diffuses into the polymer which causes swelling. However, the presence of water in the polymers also promotes the growth of microorganisms and the increase of microbial attack which breaks down the structure of the polymer and increase the rate of biodegradation of polymers. Regardless of the content of CA in the samples, all samples displayed significant biodegradation at the end of the 28 day study with SGD showing the highest rate of biodegradation and SGDC 1.0 showing the least rate of biodegradation. This is due to the crosslinking of CA with starch macromolecules which forms covalent bonds to supplement the intermolecular hydrogen bonds and increase the resistibility of water.

The decrease of water vapour permeability of the polymer results in a decrease of water entering the polymer which leads to lesser microbial attack by microorganism found in the soil. According to Maiti et al., the starch PVA films shows a 69% weight loss after 30 days of degradation, however according to Figure 5, it is clear that all samples shows more weight loss based on their macroscopic appearance after a 28 day period of degradation. The usage of effective microorganisms (EM-1) also proved to have increased the rate of biodegradation of polymers. EM-1 is made up of lactic acid bacteria which has a strong fermenting effect, yeast that produces vitamins and minerals as well as phototrophic bacteria. The combination of these microorganisms produces a composting effect and along with the replacement of vegetable compost as soil, the composting and biodegradation rate is increased. The ambient temperature of 25 °C with a relative humidity of 75 % is also promotes the growth of soil microorganisms for the biodegradation of samples buried in soil. The samples and soil are also watered twice daily to ensure that the moisture level in the samples and soil are maintained which is crucial for the growth of soil microorganisms and the microbial attack of
samples for biodegradation of samples to take place. The usage of chemicals used in the synthesis of the biodegradable polymer is also vital as the main chemicals which are CA, glycerol and starch are known for being organic chemicals and can biodegrade over a certain period of time.

<table>
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<tr>
<th></th>
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<th>21 days</th>
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</tr>
</thead>
<tbody>
<tr>
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<td></td>
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<td></td>
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</tr>
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<td>SGDC0.3</td>
<td></td>
<td></td>
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<td></td>
<td></td>
</tr>
<tr>
<td>SGDC0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGDC1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Macroscopic appearance of biodegradable polymers after biodegradation test

4. Conclusions

In this research, starch based polymer was crosslinked with citric acid to study the effect of citric acid on the various properties of the polymer. The data was gathered experimentally and also compared with the results obtained from other research and literature to determine the validity of the results. SGD which is the control has the highest swelling degree of 143.2% whereas SGDC1.0 has the lowest swelling degree of 55.8%. The swelling degree of samples decreases with increasing CA content. This is
due to the cross-linking of CA with starch macromolecules which forms covalent bonds to supplement the intermolecular hydrogen bonds and increase the resistibility of water. Regarding the effects of CA on the moisture content of polymer, SGDC1.0 has the least moisture content of 5.1% and SGD which is the control has the highest moisture content of 20.3%. This further supports the theory mentioned earlier where the increase in crosslinking due to increase in concentration of CA results in lesser amount of free hydroxyl group to be bonded with the water molecules which leads to lower moisture content. The effect of CA on the release of moisture from the polymer was also studied where the rate of release of moisture was assumed to be the rate of weight loss of polymer samples where no thermal degradation takes place. At temperatures of 35 °C, 45 °C and 50 °C; SGDC0.3 has the least weight loss of polymer with time. SGDC0.3 is determined to be the optimum CA concentration in increasing soil suitability as the swollen polymer samples experience a gradual but least release of water along with time. SGD which is the control has the highest release of water over time and agrees with the theory proposed by other researchers that the without the addition of CA, no crosslinking occurs within the structure of the polymer and hence water vapour permeability is highest in SGD. The effects of CA on the biodegradability of the polymer was also studied where all samples displayed significant biodegradation at the end of the 28 day study with SGD showing the highest rate of biodegradation and SGDC 1.0 showing the least rate of biodegradation based on macroscopic appearance. This is due to the crosslinking of CA with starch macromolecules which forms covalent bonds to supplement the intermolecular hydrogen bonds and increase the resistibility of water. The decrease of water vapour permeability of the polymer results in a decrease of water entering the polymer which leads to lesser microbial attack by microorganism found in the soil.

It can be concluded that the crosslinking of CA with starch based polymers help to improve soil suitability as it has a better control release of water where minimal water is gradually release over a period of time. Furthermore, the addition of CA gives structural strength to the biodegradable polymer which is essential to withstand stress from being buried beneath the ground when used in landscaping purposes. Despite the fact that crosslinking of CA with the polymer decreases the rate of biodegradation, however all samples showed significant biodegradation at the end of the 28 day study indicating that the starch based biodegradable polymer crosslinked with CA and glycerol is completely biodegradable based on macroscopic appearance.

Future work includes carrying out tests and experiments on samples in the soil with plant life to observe how the starch polymers improve the soil suitability in real case scenarios.
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Abstract
The objective of this study was to study the drying behaviour of Cassia alata leaves and colour change of dried leaves in terms of chlorophyll contents. This involved the investigation of drying rates, visual attributes, and effect of bioactive compounds toward chlorophyll retention. The colour attributes were compared in regard to the dried sample in three different drying temperatures using convective drying method. In addition, the experimental data was used to compare with the predicted data from six semi-theoretical thin-layer drying models to determine the goodness of fit in terms of determination coefficient (R²), chi-square (X²), and root mean square error (RMSE). It was found that in this study, the using of convective drying method on Cassia alata leaves with higher temperature enhance moisture diffusion in the falling rate period. However, air velocity and relative humidity of the surrounding are the dominant factor on moisture reduction during initial transient period. Moreover, Midilli-Kucuk model was found to be the suitable model that best fitted to the experiment data. Judging from the quality findings on chlorophyll contents in dehydrated samples at different drying temperature, it was found that enzymatic reaction is the major reason that causes colour change of leaves samples. In addition, aloe-emodin is found to be the bioactive compounds that improve the colour retention of Cassia alata leaves.
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1. Introduction
Cassia alata L. Roxb. (or Senna alata (L.) Roxb.), also known as candle tree or ringworm is a medical herbal plant that belonging to the plant family of Fabaceae. Cassia alata is reported to show positive result for antibacterial activity, antifungal activity, anti-inflammatory activity, and antipyretic activity. Few patent applications for the use of different
parts of *Cassia alata* have been made that claiming anti-ageing [1] properties and treatment of beriberi and athlete’s food [2].

Drying is one of the oldest method to preserve fruits, meats, and vegetables which ensure microbial safety of biological product due to the fact that microbial spoilage and deterioration reactions are minimized after moisture content is lowered [5]. In addition, drying process is also crucial in industrial production as the tissue of dried material will be brittle and results in rapid cell wall breakdown which is easy for grinding and homogenizing for extraction process [6]. By understand the drying behaviour of different types of materials, it can helps to improve the drying process through shorten the drying time or operate at the optimum conditions to assure highest amount of bioactive compounds are preserved.

Convective drying (CD) is consider the most popular method to reduce moisture content of fruits, vegetables, and herbs. However, few disadvantages of this drying method such as long drying times and high temperatures operating condition cause degradation of important nutritional substances and colour alteration [3]. Sun drying (SD) gives a product rich in colour and translucent appearance but time-consuming and greatly expose to environmental contamination [4]. Microwave drying (MD) has inherent advantages over conventional drying in terms of drying time and bioactive compounds loss. Previous study reported microwave drying is both cost-effective and feasible [5][6]. However, the inhomogeneity of a microwave field along with the heterogenic structure of dried material will result in occurrence of hot spots that lead to overheating [7]. Mathematical modelling of the drying processes and equipment allow operator to optimize the operation condition based on the prediction of the process parameters (drying rate, moisture ration, air velocity, etc) as a function of time during drying process in order to preserve the highest amount of bioactive compounds in the product [8].

Drying behaviour of various types of materials is unable to be predicted and must be determined by experimentally. The data obtained from the drying process (weight, moisture content, etc) are later converted into the rate-of-drying curve as drying rate versus free moisture content. The experimental drying curve then compare with Van Meel’s model (Figure 1.) to explain the drying behaviour of the specific material. The model assumed that for any sample moisture content, that is a corresponding specific drying rate that independent of the external drying conditions and relative to the initial unhindered drying rate. In unhindered region, the surface of the material is initially wet with a continuous film of unbound water present on the drying surface. For porous material, most of the water molecules evaporated from the interior of the material and surface temperature is approximately the same as wet bulb temperature [7]. At the critical point, the material surface is no longer wetted due to insufficient water molecules and the wetted area decreases gradually until completely dry and reaches first falling rate region. Follow by that, the vaporized water slowly move through the material into air. The time taken for water removed in falling rate region is relatively long [26]. On the other hand, vacuum drying is able to drive moisture toward the material surfaces by reduce boiling point of water and decreasing the external pressure that simulate the high-temperature effect [10]. This helps to reduce the drying time and avoid dried material damaged from overheat. Apart of that, freeze drying involved sublimation drying (primary drying) and desorption drying (secondary drying) that control the residual moisture final (RMF) at 5% generally [11]. For microwave drying, water and other polarized molecules are heated by microwave radiation, no heat transfer occur and temperature of the center of material is immediately increased thus quickly reach the sublimation process. The temperature of the dried layer (center layer of the sample) is not
affected by the temperature difference between the material surface layer and dried layer which helps to maintain high temperature inside the sample during drying process [11].

![Dimensionless rate curve of Van Meel’s model with remarks](image)

Figure 1. Dimensionless rate curve of Van Meel’s model with remarks

The typical structure of leaf consists of guard cells underlying the epidermis, outer layer of leaf. Guard cell control the transportation of water vapor and carbon dioxide through close and open the stomata. Nutrients and water store inside the cells also loaded with chloroplast which hold the most abundant pigments in leaf, chlorophyll. The chlorophyll, a and b, are produced for photosynthesis process and control the absorbance of light as source of energy for the plant. The amount of chlorophyll inside the cell determines the colour of leaf and show the biochemical information of the plant. Leaf colour change occur during the loss of chlorophyll and the production of other pigment such as anthocyanins, or the remaining pigment is reveal such as carotenoids [12]. The microscopic image of internal cell structure in fresh Cassia alata leaf has been shown in Figure 2. The pigment degradation kinetics is one of the major factor to determine the dried product quality. Given that pigment influence the colour of the product and has considerable psychological influence toward consumer, it is crucial to operate the drying process at the optimal condition. There was a studies related to the chlorophyll degradation in peel and flesh of the apples under freeze-drying process, the result concluded that apple peel store the highest amount of chlorophyll than flesh of apple [13]. Moreover, a recent study shows that microwave heat process (1000w, 34s) integrated with pasteurisation gives a better preservation of chlorophyll and maintain natural colour of kiwifruit in comparison with conventional heat process [14]. Similar study was carried out on seasoning herb, dill (Anethum graveolens), by using hot air dryer, low-humidity dryer, infrared and hot air dryer, and radiofrequency dryer. The result shows that low humidity air dryer (50°C, 28-30% RH) able to gives highest chlorophyll retention and exhibited greater greenness in comparison with other drying methods [15]. There are many other chlorophyll degradation during drying process studies on vegetables [16-17] and dried seed [18].
Figure 2. Microscopic image of internal cell structure of fresh *Cassia alata* leaf: (a) x4, (b) x10, (c) x40, stomata are shown in the red circles.

Although there are studies on the medicinal and physico-chemical properties of *Cassia alata*, chlorophyll loss with respect to drying process has not been investigated. Apart from that, it is not clear that what temperature and drying method is the optimum condition for *Cassia alata* dehydrated by convective drying method. Hence, with references to the findings and research gap, the objective of this study is aims to (1) Select a semi-theoretical model that best suited the drying kinetics of *Cassia alata* leaf, (2) Study the stability of chlorophyll during convective drying and by assessing the amount of chlorophyll in the dried product under different drying temperatures.

2. Material and methods

2.1. Sample preparation

*Cassia alata* plants were purchased from a local herbal plant supplier (Klang, Selangor, Malaysia). Leaves of herbs were extracted and dirt were cleaned off from the surface of the leaves. The initial moisture content of fresh samples was measured 7.84 g H$_2$O/g DM (dry mass). The initial moisture content of fresh samples was determined using an infrared moisture analyser (Precisa, XM50, Switzerland) with an accuracy of 52 ± 0.001 g at 105°C. The samples of *Cassia alata* leaves weighing about 5g with an average thickness of 0.9 cm underwent bone drying by using a drying oven (Memmert, UN75, Germany). The operating condition is 105°C for 24 hours duration according to ASTM standard (D1348-94) to obtain the bone dry weight [19].

2.2. Drying procedure

The *Cassia alata* leaf samples were dried in a drying oven (Memmert, UN75, Germany) at 60°C, 70°C, and 80°C hot air temperatures. Hot air temperature were measured by a thermal sensor attached inside the oven with an accuracy of 0.1°C. The relative humidity of hot air were measured by using a digital hygrometer (ShaShinKi, ETP101, Malaysia) and measured as 50-60% RH with an accuracy of ±1%. The air velocity approaching the samples was measured by an anemometer (Rotronic, D5-U-2, USA) and average velocity was 1.4 ± 0.01 m/s. 5g of the sample leaves was used for each test and a single layer of samples was spread evenly on the trays.
The weight loss of the samples was measured by using an analytical balance (A&D, HR250AZ, USA) with a range of 0-252 g with error of ±0.0001 g. The measurement was carried out at an interval of 15 min for the first 60 min of drying, and continue by hourly interval until the moisture content in dried samples decreased to approximately 1.00 g H₂O/g DM.

2.3 Drying models

The moisture content ratio, \( M_R \) was determined from Eq. (1):

\[
M_R = \frac{M_t - M_e}{M_o - M_e}
\]  

(1)

where \( M_t \) denotes moisture content at specific drying time (g H₂O/g DM), \( M_e \) denotes the equilibrium moisture content (g H₂O/g DM), and \( M_o \) denotes the initial moisture content (g H₂O/g DM). The equilibrium moisture content was calculated at the final stage of drying process as an asymptotic value of the function fit to the experimental point using Microsoft Excel Solver (Microsoft Office, USA).

The moisture content of dried sample can be expressed in Eq. (2):

\[
M = \frac{W_o - W_f}{W_f}
\]

(2)

where \( W_o \) is the initial weight of the sample (g) and \( W_f \) is the bone dry weight (g).

Follow by Fick’s second law of diffusion, the effective diffusivity can be calculated in the following equation [20]:

\[
M_R = \frac{8}{\pi^2} \left( \frac{D_{eff} \pi}{l^2} \right)^{\frac{1}{2}} t
\]

(3)

Taking logs and express the equation as:

\[
\ln M_R = \ln \left( \frac{8}{\pi^2} \right) - \frac{D_{eff} \pi l^2}{2} t
\]

(4)

The slope of the line from \( \ln M_R \) against \( t \) is shown as:

\[
\text{Slope} = - \frac{D_{eff} \pi l^2}{2}
\]

(5)

The effective diffusivity, \( D_{eff} \) can also be determined by the following equation (3) [21]:
\[ D_{\text{eff}} = D_0 \exp \left( - \frac{E_a}{T_a R} \right) \]  \hspace{1cm} (6)

where \( E_a \) is activation energy of the moisture diffusion (kJ/mol), \( D_0 \) is the Arrhenius factor \( (m^2/s) \), \( R \) is the universal gas constant, and \( T_a \) is the ambient temperature of the surrounding drying environment (K). The activation energy is determined by plotting \( \ln (D_{\text{eff}}) \) versus 1/\( T_a \) diagram using regression analysis techniques.

The drying rate of the samples can be calculated using the following equation:

\[ D_R = \frac{M_0 - M_{t+\Delta t}}{\Delta t} \]  \hspace{1cm} (7)

where \( D_R \) is drying rate \( (g \text{ H}_2\text{O}/g \text{ DM}) \)

2.4 Extraction of chlorophyll and estimation of chlorophyll a/b

Extraction of chlorophyll and estimation of chlorophyll a/b concentrations were carried out following by the simple one-step method of Arnon [22]. The adsorption of leaf pigment was strongly correlated with chlorophyll a/b concentration [23], thus this method is proved to be useful for monitoring chlorophyll concentration in *Cassia alata* leaf. The fresh and dried samples were weighted 0.17g, major veins or fibrous tissue were removed and the samples were macerated with 80\% acetone (10ml) in a pestle and mortar. The tissue was pulverized completely and becomes leaf homogenate. The leaf homogenate was filtered with filter paper and filtrate was collected in a test tube. The filtrate was transfer into a clean cuvette for spectrophotometric analysis using a spectrophotometer (Shimadzu, UV-2401, Japan). Configure the wavelengths to 663 nm and 645 nm and recorded the absorbance values. The absorbance values were inserted into the Arnon’s simultaneous equation (equation 5-7) for the assay of chlorophyll a and b. All determination were performed in triplicated \((n=3)\).

\[ \text{[Chlorophyll a]} \ (\text{mg Chl a/g leaf tissue}) = (12.7 \times A_{663}) - (2.6 \times A_{645}) \times \text{ml acetone/mg leaf tissue} \]  \hspace{1cm} (8)

\[ \text{[Chlorophyll b]} \ (\text{mg Chl b/g leaf tissue}) = (22.9 \times A_{645}) - (4.68 \times A_{663}) \times \text{ml acetone/mg leaf tissue} \]  \hspace{1cm} (9)

Total chlorophyll = [Chlorophyll a] + [Chlorophyll b]  \hspace{1cm} (10)

2.5 Mathematical modelling

The thin-layer drying curve models are used for estimation of drying time and generalize drying curve of a specific product based on the changes of moisture content of the
product at certain relative humidity and temperatures. The thin-layer drying curve models used in the drying experiment consists of semi-theoretical and empirical types. Semi-theoretical model is derived from modified Fick’s second law or Newton’s law of cooling with fewer assumptions and constants. The empirical models is similar to semi-theoretical model which strongly depend on the specific experimental conditions and can be easily applied in drying simulation.

The semi-theoretical and empirical models listed in Table 1. are reported to be suitable for various agricultural products [24] and widely used by researchers for thin-layer drying experiment. In addition, a new model developed recently [25] is used for modelling in comparison with the traditional models. Evaluation criteria such as determination coefficient ($R^2$), chi-square ($X^2$), and root mean square error (RMSE) were used to evaluate the goodness of fit in order to choose the best thin-layer drying curve equation for Cassia alata leaves under this drying methods and conditions. The equations of the evaluations criteria have been shown in Eq. (11), (12), and (13).

Table 1. Thin-layer drying curve equations

<table>
<thead>
<tr>
<th>No.</th>
<th>Model name</th>
<th>Model equation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lewis/Newton</td>
<td>$MR = \exp (-kt)$</td>
<td>[26]</td>
</tr>
<tr>
<td>2</td>
<td>Henderson &amp; Pabis</td>
<td>$MR = a \exp (-kt)$</td>
<td>[27]</td>
</tr>
<tr>
<td>3</td>
<td>Wang &amp; Singh</td>
<td>$MR = 1 + at + bt^2$</td>
<td>[28]</td>
</tr>
<tr>
<td>4</td>
<td>Page</td>
<td>$MR = \exp (-kt^2)$</td>
<td>[29]</td>
</tr>
<tr>
<td>5</td>
<td>Midilli-Kucuk</td>
<td>$MR = a \exp (kt^n) + bt$</td>
<td>[30]</td>
</tr>
<tr>
<td>6</td>
<td>New model</td>
<td>$MR = a \exp (-kt^n) + c \exp (-gt^n)$</td>
<td>[25]</td>
</tr>
</tbody>
</table>

$a, b, c$ drying coefficients, $k, g, n$ drying constants, $MR$ moisture ratio, $t$ drying time

\[
R^2 = \frac{\sum_{i=1}^{n}(MR_i - MR_{pre,i}) \times \sum_{i=1}^{n}(MR_i - MR_{exp,i})}{\sqrt{[\sum_{i=1}^{n}(MR_i - MR_{pre,i})^2] \times [\sum_{i=1}^{n}(MR_i - MR_{exp,i})^2]}}
\] (11)

\[
X^2 = \frac{\sum_{i=1}^{n}(MR_{exp,i} - MR_{pre,i})^2}{N-n}
\] (12)

\[
RMSE = \left[\frac{1}{N} \sum_{i=1}^{n}(MR_{pre,i} - MR_{exp,i})^2\right]^{1/2}
\] (13)

where $MR_{exp,i}$ is the experimentally observed moisture ratio, $MR_{pre,i}$ is the $i$-th predicted moisture ratio, $N$ the number of observations and $n$ is the number of constants.

2.6 Statistical analysis

One-way analysis of variance (ANOVA) analysis was conducted using SPSS Statistic version 21.0 (IBM Inc, USA) to compare the means of chlorophyll content of Cassia alata.
leaves. Significance was defined at $p = 0.05$ and Turkey High Significant Difference (Turkey’s HSD) test was used to separate the mean differences. The experiments were carried out with three repetitions and results were presented as mean ± standard deviation. The coefficients and constants from the thin-layer drying model equations in Table 1 were determined using non-linear least square regression with Table Curve 2D Window v5.01 (Jandel Scientific Software, USA). The correlation coefficient ($R^2$), root mean square error (RMSE), and chi-square ($X^2$) were used to determine the goodness of fit of predicted and experimental data.

3. Result and discussion

3.1 Drying kinetics

The drying curve of Cassia alata leaves dehydrated by convective drying has been shown in Figure 3. The subsequent measurement of the weight of the leaf samples showed that its equilibrium moisture content was obtained within 2 h of convective drying. The equilibrium moisture content of the samples at 80°C amounting to 0.024 g H$_2$O/ g DM was much lower than dried samples at 60-70°C amounting to 0.144 and 0.241 g H$_2$O/ g DM respectively. The drying rates for each temperatures (60, 70, and 80°C) were recorded within the range of 0.0017-0.00028 g H$_2$O/ g DM, 0.0023-0.00027 g H$_2$O/ g DM, and 0.0016-0.00029 g H$_2$O/g DM respectively. The range of drying rates at 70°C (0.0023 g H$_2$O/ g DM) was larger than 80°C (0.0016 g H$_2$O/g DM) at the beginning which may cause by the water residual on the surface of leaf samples. This phenomena was also reported from other sample such as Moringa Oleifera leaf [31]. The higher drying rates were observed in the following drying process at 80°C than other temperatures owing to greater temperature difference which drives out the water molecules from the leaf samples [32]. According to the drying curve, it showed a rapid loss of moisture content in initial transient period (85-61% moisture loss) for three different temperatures due to the air flow accelerates unbound water on the wetted surface uptake by air. When the moisture contents of three different temperature reached the critical points (0.2-0.5 g H$_2$O/ g DM), it showed that high drying temperature (80°C) had lower moisture content (0.219 g H$_2$O/ g DM) than low drying temperatures (60 and 70°C; 0.557 and 0.362 g H$_2$O/ g DM respectively). Following by the falling rate period, the moisture content loss and changes of drying rate were slowed and controlled by diffusion from the interior of the leaf tissue. In this period, the internal resistance to moisture diffusion was high due to various factors such as structure deformation (shrinkage, crust formation) and water potential difference [33]. Moreover, the rapid removal of surface moisture create a dried surface on the sample and drying process enter into a constant diffusion rate period [34]. Based on the observation from the results, it showed that air velocity and relative humidity are the major factors on the drying efficiency at the early stage of drying process while the moisture content is high and air temperature play a dominant role at the end of drying process.

The moisture ratio versus drying time is plotted in Figure 4. From the graph, it was found that moisture loss in initial transient period is rapid in correspond to an exponential decrement in moisture ratio for convective drying. It was observed that convective drying at 70°C reduced the drying time by approximately 50 and 40% in comparison with 60 and 80°C respectively in order to reach the moisture ratio of 0.05 at the initial transient period. The results is in agreement with the observation from Figure 3 and proved that air temperature is not a predominant factor in the early stage of drying process. Apart from that, it also showed that higher moisture content and less structural deformation improve the drying efficiency of
convective drying method. Once the drying time reached the critical point, it showed that the gap of drying time was lesser and becomes constant.
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**Figure 3.** Drying rate as a function of moisture content for hot air drying of *Cassia alata*.

![Figure 4](image4.png)

**Figure 4.** Moisture ratio as a function of time for hot air drying of *Cassia alata*.

The effective diffusivities ($D_{eff}$) characterized the moisture diffusion property that involves vapour diffusion, liquid diffusion, molecular diffusion, and so on [35]. It has a major influence toward the drying rate in the falling rate period and higher effective diffusivity results in lower internal resistance to moisture diffusion in the dried surface [36]. The slope of dried leaves at 60, 70, and 80°C obtained from the gradient of the graph shown in Figure 5 were 3.43, 3.79, and 4.38 h$^{-1}$, respectively. The coefficient of determination ($R^2$) for each straight lines were 0.956, 0.964, and 0.976 respectively. Hence, the effective diffusivities from Eq. (5) for 60, 70, and 80°C were $1.39 \times 10^{-4}$, $1.54 \times 10^{-4}$, and $1.78 \times 10^{-4}$ m$^2$/s, respectively. The result showed that the effective diffusivities increased with temperature due to high evaporation of water molecules from the interior of leaf sample until it reach the maximum value [35]. The effective diffusivities of *Cassia alata* leaf samples were found to be higher than fruit and vegetable such as apple ($15.3-3.22 \times 10^{-9}$ m$^2$/s) [37], carrot ($9.0 \times 10^{-10}$ to $3.3 \times 10^{-9}$ m$^2$/s) [32].
and Rambutan (1.34–4.36 x 10^{-10} \text{ m}^2/\text{s}) [38]. In comparison with the literature results, it showed that outer surface texture for leaf is more porous than the selected fruit and vegetables which promoted the high capillary force that result in greater water diffusion [39].

The activation energy ($E_a$) and diffusivity constant ($D_o$) obtained from Figure 6 were 12.05 kJ/mol and 0.011 m$^2$/s, respectively. According to the diffusion model governed by Fick’s law, the average amount of required thermal energy (Q) for this drying process can be calculated in the following equation [40]:

$$Q = (0.6 \mu )E_a$$

(14)

where $\mu$ is the molecular mass of water (18 g/mol) and $E_a$ is activation energy of the sample (kJ/mol). Thus, the energy required for drying 1000 g/1 kg of *Cassia alata* leaves was approximately 4.02 x 10^5 J.

Figure 5. Experimental moisture ratio at 80°C, 70°C, and 60°C drying temperatures

Figure 6. Correlation between effective diffusivity and drying temperatures
3.2 Fitting of drying curves

The experimental moisture ratio observed at the drying experiment were fitted to the semi-theoretical thin layer drying models listed in Table 1. The comparison criteria used to evaluate the goodness of fit are namely $R^2$, RMSE, and $X^2$ by using equations 10-12. The highest $R^2$ and lowest RMSE and $X^2$ were obtained from Midili-Kucuk model within different temperatures. The $R^2$, root mean square error (RMSE), and chi-square ($X^2$) values changed from 80 to 60°C were 0.9992 to 0.9998, 0.0053 to 0.0025, 0.0045 to 0.0023, respectively. As a result, Midilli-Kucuk model was selected as the suitable model to express the thin-layer drying behaviour of Cassia alata leaf.

According to Figure 7, it showed the variations of experimental and predicted moisture ratio changes with drying time at three operating temperatures. From the graph, it showed that the model had a good conformity between the data. As a result, it suggested that the proposed model was able to describe the drying behaviour of Cassia alata leaf in convective drying method. The drying variables of the Midili-Kucuk model such as constant ($k/\min^{-1}$, $n$) and coefficients ($a$, $b$) were regressed against the drying temperature. The multiple combinations of different parameters with highest $R^2$ were used in the model. The equation for the coefficient and constants were as follow:

$$a = -0.0024T^2 + 0.3678T - 13.272 , \quad b = 0.0025T^2 - 0.3808T - 14.216$$
$$k = -0.0045T^2 - 0.6220T - 21.222 , \quad n = 0.0079T^2 - 1.0815T + 37.479$$

Figure 8 indicated the comparison of the predicted and experimental moisture ratio values with $R^2$ value of 0.9978. This showed that the predicted data from the established model was in agreement with the experimental data.

The drying constant ($k$) on Midilli-Kucuk model is important to describe the drying behaviour of the drying sample. The drying constant value increased with the increased in drying temperature. Therefore, it showed that higher $k$ value improve the drying rates through higher moisture diffusion rates during the falling rate period [29]. The coefficient $a$ and $b$ from the model are critical moisture ratio and constant drying rate with reference to time, respectively [41]. The moisture ratio decreased with the increased of $b$ value per minutes, and the coefficient a value is the critical point between first and second falling rate periods. The $n$ value is the power order of drying time that increased with drying temperature.
Figure 7. Drying curve of the Midili-Kucuk model equation data and experimental data

Figure 8. Comparison of predicted and experimental moisture ratio with Midili-Kucuk model

3.3 Effect of different drying temperatures on colour of dehydrated leaves

The images of fresh and dehydrated using different drying temperatures have been shown in Figure 9. The visual observation of dried leaves at 80°C appear darker in comparison with the lower drying temperatures. The visual observation was in corresponded with the measurement chlorophyll content that listed in Table 3. According to the data in Table 3, it showed that chlorophyll a and b in Cassia alata leaves range from 0.98 to 1.38 mg/mg leaf to 0.58 to 2.32 mg/mg leaf, respectively. Moreover, the total chlorophyll of the sample (combination of chlorophyll a and b) fall in a range of 1.56 to 3.70 mg/mg leaves.

A one-way between group analysis of variance (ANOVA) was carried out in order to investigate the impact of temperature had on the chlorophyll contents in the samples. Inspection of the skewness, kurtosis, and Shapiro-Wilk statistics indicates the assumption of homogeneity of variance was not violated. The ANOVA proved that was significant difference between groups, thus indicated that the chlorophyll contents was under influence of the temperatures. The Post-hoc analyses with Turkey’s HSD (with a significant level of 0.05) showed that
chlorophyll a in fresh samples was significantly lower than the dried samples. However, there was no significant difference between chlorophyll b in fresh sample and dried sample at 80°C, nor between the total chlorophyll. Moreover, the results also showed that there were no significant difference between dried samples at 70 and 60°C in terms of three different factors.

Chlorophyll is the most abundant pigment and consider the basic pigment that contribute to the green colour appearance of leaf. Chlorophyll is a lipophilic compounds which synthesized and accumulated in chloroplasts and chromoplasts within the plant cells [42]. It is known that chlorophyll is susceptible to acids, temperature, light, oxygen, and enzymes which contribute to the degradation process [36]. Degradation of chlorophyll in thermal process has been reported as a result of formation of pheophytins and pyropheophytins. During the thermal process, the magnesium in the chlorophyll ring is replace by two hydrogen ions and converted into olive brown pheophytins in acidic medium. Further heating will convert pheophytins into pyropheophytins by losing carbomethoxy group from pheophytins and enhance the colour intensity [43]. However, previous work also suggested that pheophytins can also be formed under condition other than thermal processing under long storage time at room temperature (25°C) [44].

Enzyme chlorophyllase (chlorophyll-chlorophyllide hydrolase; EC 3.1.1.14) is the catalyst for the hydrolysis of chlorophyll a/b (more rapid in the conversion of chlorophyll a) into chlorophyllides and phytol under temperature of 65-75°C and pH 7.5. Studies showed that chlorophyllase (particularly gene GbCLH) is high in green leaves and reduce during the yellowing process, thus suggested chlorophyllase had significant impact on the homeostasis rather than the de-greening process [45]. In contrast, enzyme peroxidase was reported as one of the enzyme that contribute to the degradation of chlorophyll and de-greening process under peroxidase-hydrogen peroxide system. Peroxidase activity was reported increased in yellowing process of leaves and consider as a major factor in de-greening process of leaves. Peroxidase requires flavonoid for oxidation to degrade chlorophyll and L-ascorbic acid and β-carotene (located in chloroplast) which believed to be the protective layer on chlorophyll through inhibiting the peroxidase-hydrogen peroxide system with its antioxidants properties [46]. In addition, the β-carotene was reported decreased with the increased with ethylene from the experiment.

According to Table 3, the fresh samples showed the lowest chlorophyll contents in comparison with the dried samples. The observation indicated that unbound water and moisture inside the leaves had reduced the adsorption of chlorophyll compounds in UV-irradiation test. The observation was supported by the fact that water provide a protective effect toward chlorophyll which avoid the chlorophyll compounds from releasing to the surrounding [47]. The results in Table 3 showed that the total chlorophyll contents had significantly reduced from 60 to 80°C. This observation was also supported by the visual attributes from Figure 9. The relationship between colour change of leaves and chlorophyll contents can be related to the plant hormone response to abiotic stress from environment. In this case, phytohormone abscisic acid (ABA) was believed to be released to prevent water loss under high drying temperature, thus caused the inhibition of chlorophyllase activity and prevent homeostasis to occur. Moreover, the abscisic acid also helped to promote an acidic medium for the formation of pheophytins. Apart from that, it was also believed that the increased of ethylene in respond to
the increased of abscisic acid [48] had brokedown β-carotene and reduced its contents inside the dried leaves. Therefore, kaempferol-3-O-gentiobioside (a major flavonoids found in Cassia alata leaves [49] which is stable under high temperature condition [50]) was believed to be involved in the oxidation to degrade chlorophyll with enzyme peroxidase. However, the results in Table 3 also showed that the total chlorophyll contents remained similar within 60-70°C without significant colour change (Figure 9). This observation could be related to a major anthraquinone found in Cassia alata leaves [51], aloe-emodin. According to the literatures, it was reported that aloe-emodin having the antioxidative effects [52] and insoluble in water [53]. It was assumed that aloe-emodin is able to inhibit the peroxidase activity due to antioxidant properties, thus prevent the degradation of L-ascorbic acid and β-carotene. Therefore, it could be concluded that aloe-emodin was able improve the retention of chlorophyll compounds within 60-70°C. A further studies on the comparison of leaves with and without aloe-emodin will helps to verify the hypothesis given from this experiment.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Chlorophyll a (mg Chl a/leaf tissue)</th>
<th>Chlorophyll b (mg Chl b/leaf tissue)</th>
<th>Total Chlorophyll (mg Chl b/leaf tissue)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh</td>
<td>0.98 ± 0.20a</td>
<td>0.58 ± 0.10a</td>
<td>1.56 ± 0.10a</td>
</tr>
<tr>
<td>CD (80°C)</td>
<td>1.32 ± 0.03b</td>
<td>0.86 ± 0.01a</td>
<td>2.19 ± 0.61b</td>
</tr>
<tr>
<td>CD (70°C)</td>
<td>1.55 ± 0.07b</td>
<td>1.89 ± 0.68b</td>
<td>3.44 ± 0.61b</td>
</tr>
<tr>
<td>CD (60°C)</td>
<td>1.38 ± 0.10b</td>
<td>2.32 ± 0.31b</td>
<td>3.70 ± 0.22b</td>
</tr>
</tbody>
</table>

The values indicate mean ± standard deviation from three replications. Value within the same column with different letters denote statistically significant difference (P<0.05). CD, convective drying method.
4. Conclusion

Drying characteristics is an important criteria for engineer to design and select the best drying parameters to avoid major loss of active compounds and provide the best visual aspects in terms of colour attributes. It was found that in this study that the using convective drying method on Cassia alata leaves with higher temperature has enhance the moisture diffusion from the interior of the leaves in comparison with low temperatures during falling rate period. On the other hand, it was also found that air velocity and relative humidity are the major factors on reduction of moisture content in the early stage of drying process. The non-linear regression analysis found that Midilli-Kucuk model is the best model to describe the drying behaviour of Cassia alata leaves using convective drying method in comparison with five others semi-theoretical thin-layer drying models. With reference to retention of total chlorophyll contents in the dehydrated leaves, it is learned that the effective drying methods on the retention of pigments is highly depending on peroxidase activity. If the leaves contains aloe- emodin, a mild drying temperature followed by rapid drying (such as intermittent drying method) is suitable to maximise the retention of chlorophyll. The study revealed that enzymatic reaction determine the colour change of leaves during drying process.
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Abstract
Traditional herbal medicines play a crucial role to the human body. These herbs contain many different types of compounds. In this research, the plant *Chlorophytum borivilianum* (safed musli) and its compounds saponins were studied. Extraction and quantification of saponins from the roots of *C. borivilianum* (safed musli) were conducted by incorporating the ultrasonic-assisted extraction (UAE) and vanillin–sulfuric acid assay respectively. The effects of extraction parameters: extraction time and extraction temperature with their respective conditions were investigated by optimization using response surface methodology (RSM). The optimal ranges of extraction parameters were identified through a single factor experimental design. Further optimization of the optimal ranges of extraction parameters was conducted using RSM incorporated with central composite design (CCD). A second order polynomial function was fitted to the data according to the analysis obtained from ANOVA. The experimental values obtained from ANOVA were significant with 89.77% of total variation. The results show that the optimum conditions at extraction time of 46.35 minutes and extraction temperature of 55.18°C provided the optimum extraction yield of saponins of 9.5768 mg/mL. Validation of model was conducted to compare the predicted and actual extraction yield of saponins. The relative error obtained between the two values was 8.371%. Therefore, it was proven that the developed second order polynomial model by RSM optimization was reliable. The antioxidant activity of the samples was studied using 2,2–diphenyl–1–picrylhydrazyl (DPPH). The results reveal that the samples possessed a very high antioxidant with scavenging activity of 88.58%.

Keywords: saponins, ultrasonic–assisted extraction, optimization, central composite design, antioxidant activity.
1. Introduction

Traditional herbal medicines are plant derived—substances in which they occur naturally without undergoing any industrial processing. Many years ago, plants have been used as medicinal purposes. Eventhough herbal medicines have been introduced in the early history, until today, they play a crucial role in the global community. According to a bulletin from World Health Organization (WHO), many countries have been undergoing thorough research investments in traditional herbal medicines. Herbal medicines have been used in treating diseases such as SARS [1]. Eversince herbal medicines have been introduced, the number of cases of this disease has been gradually decreasing. Hence, in this research project, a plant that was originated from India known as Chlorophytum borivilianum (safed musli) was studied.

*C. borivilianum* can be found in tropical rainforests in the peninsular region of India. It is known as “safed musli” or in other words “white tubers” in Hindi [2]. Studies have shown that the root tubers of the plant are used as a drug to treat diseases, sickness disorder and many other health related issues since the 11th century [3]. The roots of the plant serve as a tonic to reduce sexual dysfunction in males. In addition, the roots promote benefits to pregnant females where the roots serve as a tonic to replenish lost of fluids during post – partem [4]. Consider that the roots bring several medicinal benefits to the global community, hence, it is essential to study the roots of the herb. Apart from that, *C. borivilianum* contains a number of pharmacological properties such as antioxidant, anti-inflammatory and many more. There are several phytochemicals that exist in the roots of the plant. They are alkaloids, flavonoids, phenolic acids as well as saponins [5]. The plant contains 42% carbohydrate, 8–9% protein, 3–4% fibres and 2–17% saponins [6]. Among all the phytochemicals, it is reported that saponin is inevitably one of the primary constituents of a number of folk medicines, herbal drugs and pharmacological properties [7].

Extraction was done to ensure that the inert materials were eliminated using a suitable solvent [8]. The most common solvents used are methanol and ethanol with a concentration of 80% for extracting complex structures of total saponins with different polarities [9]. Methanol was used as the solvent for extraction because it has a low boiling point than ethanol and it will not damage the plant extract at low temperatures. In this research, ultrasonic assisted extraction (UAE) was selected. Studies have shown that UAE has provided quantification studies that could bring up a reference on its capability and efficacy in obtaining a prominent yield of saponins [10]. UAE involves ultrasound where ultrasound frequency more than 20 kHz is able to facilitate in extractions by increasing the mass transfer between the solvent and the plant [11, 12] UAE is efficient and is able to extract three times faster than traditional extraction method [13]. Vanillin–sulfuric acid assay has been used widely for the quantification of saponins. This method is fast, inexpensive and easy to operate [10]. Various researches have been using a temperature range of 60°C–70°C and time range of 10–30 minutes to obtain full colour development [10].

Optimization of extraction parameters usually is carried out by the traditional method which is one variable at a time (OVAT). However, the number of experiments required is high, tedious and high in cost. In addition, this method is unable to provide information on the interactions between different variables [14]. To overcome this issue, response surface methodology (RSM) was selected as the tool for optimization [15].
Among the many different classes of RSM designs, central composite design (CCD) is one of the most popular methods to carry out optimization due to its simplicity and efficiency [16].

Therefore, the objectives of this research were to quantify saponins from the roots of *C. borivilianum* through vanillin–sulfuric acid assay, to extract saponins from the roots of *C. borivilianum* through UAE using extraction time and extraction temperature as the extraction parameters as well as to optimize extraction parameters through single factor experimental design and RSM incorporated with CCD to obtain optimum yield of saponins. In addition, the antioxidant determination was conducted using DPPH. Results here may provide an explanation of antioxidant activity determination and optimization as well as to contribute new applications of *C. borivilianum* in further studies.

2. Materials and methods

2.1 Chemical reagents

Vanillin and diosgenin were purchased from Sigma–Aldrich (St. Louis, MO, U.S.A.). 2,2–diphenyl–1–picrylhydrazyl (DPPH), methanol and sulfuric acid were from Friendemann Schmidt Chemicals. All other solvents and reagents used in the analysis were of analytical grade.

2.2 Preparation and pretreatment of plant material

Fresh roots of *C. borivilianum* (safed musli) were obtained from Universiti Putra Malaysia (UPM). Preparation and pretreatment of *C. borivilianum* was conducted based on the methods presented by Chua [17]. The roots of the plant were thoroughly washed and dried in a drying oven (Model UFE-800, Memmert, Germany). The dried roots were cut into slices followed by grounding them into coarse powder using a cutting mill (Model SM–100, Retsch, Germany). The powder form of the roots were then passed through a standard sieve of 0.250 mm at designated sieve of mesh no. 60 to obtain a uniform particle size. The powder form of the roots was sealed in a plastic container and stored at room temperature for further usage. The roots were kept in Herbal Technology Centre located in FRIM.

2.3 Standard calibration curve of saponins

The preparation of standard calibration curve was modified based on Makkar [18]. 10 mg/mL of diosgenin was prepared and diluted to 6 different concentrations at 0, 2, 4, 6, 8 and 10 mg/mL to give a final volume of 250 µL with 80% aqueous methanol. 0.25 mL of 8% vanillin reagent was added into the test tubes followed by adding 2.5 mL of 72% sulfuric acid slowly on the inner side of the wall. The solution was well mixed in a vortex shaker and placed in an ultrasonic bath at 60°C for 10 minutes. The test tubes were set aside to cool in an ice–cold water bath for approximately 3 to 4 minutes. The absorbance of each sample was measured at 544 nm using an UV–vis spectrophotometer (Model Genesys 10S, Massachusetts, United States) against a blank solution that contains 80% aqueous methanol. By measuring the absorbance, the standard calibration curve was obtained.
2.4 Single factor experimental design

Effect of extraction time was conducted based on Jovanovic [20] with minimal modifications. Using 80% aqueous methanol as the solvent and at a solid to solvent ratio (g/mL) of 1:10, the samples were extracted at a range from 20 to 60 minutes while maintaining the extraction temperature at 40°C. The most suitable extraction time was identified based on the highest extraction yield of saponins.

Effect of extraction temperature was conducted based on Jovanovic [20] with minimal modifications. Using 80% aqueous methanol as the solvent and at a solid to solvent ratio (g/mL) of 1:10, the samples were extracted at a range from 20 to 60°C while maintaining the extraction time at 40 minutes. The most suitable extraction temperature was identified based on the highest extraction yield of saponins.

2.4.1 Experimental range of extraction of saponins

The extraction time and extraction temperature were plotted individually by selecting one parameter while maintaining the other parameter. The parameter that will be maintained was selected from the centre points in each experiment. The experimental range of the single experimental design was shown as follows:

<table>
<thead>
<tr>
<th>Parameter Levels</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraction Time</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Extraction Parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(minutes), $X_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extraction Temperature</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>($^\circ$C), $X_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.5 Extraction of saponins

Extraction of saponins was conducted by employing the ultrasonic–assisted extraction (UAE). The samples were extracted from the roots of *C. borivilianum* using 80% aqueous methanol at a solid to solvent (g/mL) ratio of 1:10. The extracted samples were placed in a universal bottle and conducted in an ultrasonic bath (Elmasonic Model P120H, Singen, Germany) operating at ultrasonic input power of 70% and frequency of 37 kHz. Once extraction was completed, the samples were filtered using Whatman filter paper no. 1 in an evaporating flask to obtain the supernatants of the sample. The supernatants were dried in a rotary vacuum evaporator (Heidolph Model Hei–VAP Precision (HL), Schwabach, Germany) at 40°C until crude extracts were observed. The crude extracts were weighed and then quantified.

2.6 Quantification of saponins

Quantification of saponins was conducted based on Ncube [19] with minimal modifications. The crude saponin extracts were dissolved in 80% aqueous methanol to a concentration of 10 mg/mL. From this aliquots of 250 μL in triplicates of each sample
were transferred into test tubes in which 0.25 mL of 8% vanillin reagent was added into the test tube followed by 2.5 mL of 72% sulfuric acid. The solution was well mixed using a vortex shaker and placed in an ultrasonic bath at 60°C for 10 minutes. The test tubes were set aside to cool in an ice–cold water bath for approximately 3 to 4 minutes. The absorbance of each sample was measured at 544 nm using an UV–vis spectrophotometer against a blank solution that contains 80% aqueous methanol. The saponin concentrations were expressed as diosgenin equivalents (DE) calculated from the calibration curve.

2.7 Optimization of extraction parameters using RSM

Optimization of extraction parameters on the maximum yield of saponins was carried out using response surface methodology (RSM) incorporated with central composite design (CCD) [14, 21]. Two factors and five–level face–centred cube design that require a total of 13 experiments were conducted. The independent variables studied were extraction time and extraction temperature. Each of the independent variable was studied at five coded levels (−α, −1, 0, +1, +α). Each of the value was represented in codes where extraction time and extraction temperature were coded as $X_1$ and $X_2$ respectively. The second order polynomial function to express the extraction yield of saponins was used to fit the response of the independent variables [21]. The model is shown as follows:

$$Y_1 = \beta_0 + \sum_i \beta_i X_i + \sum_{i<i} \beta_{ij} X_i^2 + \sum_{i<j} \beta_{ij} X_i X_j$$  \hspace{1cm} (1)

where, $\beta_0$ represents the intercept, $\beta_i$ represents the coefficient for the linear terms, $X_i$, $\beta_{ij}$ represents the coefficient for the quadratic terms, $X_i^2$ and $\beta_{ij}$ represents the coefficient for the interacting terms of $X_i$ and $X_j$. Analysis of variance (ANOVA) was analysed in coded levels to study the effects of the independent variables. 2–D and 3–D response surface plots were generated to study visually on the effects of the significant independent variables as well as to determine the maximum extraction yield of saponins. RSM optimization was conducted using Design Expert Software Version 8.0.7.1 trial program.

2.8 Validation of model

The optimum conditions for the extraction yield of saponins depended on extraction time and extraction temperature were obtained from RSM optimization. The experimental and predicted values obtained from RSM optimization were compared to determine the validity of the model based on the relative error.

2.9 DPPH radical scavenging activity

DPPH radical scavenging activity was performed by the method of Zhao [22, 23] with minimal modifications. 0.004% of DPPH solution was prepared. 5 mL of the prepared DPPH solution was added into the plant extracts. The mixture was left in a dark room at room temperature for 30 minutes. The absorbance was measured at 517 nm using an UV–vis spectrophotometer. A decrease in the absorbance of the DPPH radical was due to high free radical scavenging activity during hydrogen donation [24]. It can be observed that a colour change from purple to yellow will occur. The effect of radical scavenging activity can be calculated based on the equation as follows [24]:

$$Scavenging\ Activity\ (%) = \frac{A_o - A_1}{A_o} \times 100\%$$  \hspace{1cm} (2)
where $A_o$ is the absorbance of the control reaction which is DPPH in methanol and $A_1$ is the absorbance of the sample of extracts in DPPH solution.

3. Results and discussion

3.1 Single factor experimental design

3.1.1 Effect of extraction time on the extraction yield of saponins

Effect of extraction time on the extraction yield of saponins was investigated. In the extraction of saponins, most researchers were able to extract saponins at 30 minutes and 60 minutes [10]. Hence, the extraction time of 20, 30, 40, 50 and 60 minutes were investigated while other parameters were set as follows: ratio of solid to solvent of 1:10 g/mL, ultrasonic input power of 70% and extraction temperature of 40°C. It can be seen from Figure 1, the extraction yield of saponins gradually increases from 20 minutes to 40 minutes. The extraction yield of saponins rapidly increases from 40 minutes to 50 minutes. There is a possibility that most of the saponins in broken cells were released and diffused into the solvent during this time. Besides that, ultrasound promotes the saponins inside the roots release to exterior solvent [25]. That is because ultrasonic could enhance the mass transfer of the saponins into the solvent [22]. Thus, at 50 minutes, the optimum yield of the saponins was obtained. The extraction yield of saponins decreases from 50 minutes onwards. Further increase of the ultrasonic time would cause a degradation and damage in the saponins [25] as well as through the internal diffusivity along increased turbulence within pore volumes [26] due to heating effect of overexposure to the ultrasonic treatment [27] thus obtaining a lower extraction yield. Based on the results obtained, the optimum range between 40 minutes to 60 minutes was selected.
3.1.2 Effect of extraction temperature on the extraction yield of saponins

![Figure 2: Effect of extraction temperature on the extraction yield of saponins](image)

Effect of extraction temperature on the extraction yield of saponins was investigated. Research has shown that as temperature approaches to the boiling point of the solvent, the performance of the ultrasonication will decrease due to the decrease in the surface tension as well as increasing vapor pressure which will eventually cause damping in the ultrasonic wave [28, 29]. Thus, the temperature range for the extraction temperature should be less than the boiling point of methanol. Hence, the extraction temperature of 25 (room temperature), 30, 40, 50 and 60°C were investigated while other parameters were set as follows: ratio of solid to solvent ratio of 1:10 g/mL, ultrasonic input power of 70% and extraction time of 40 minutes. It can be seen from Figure 2, the extraction yield of saponins increases linearly until 50°C. This shows that as the temperature increases, the solubility of the components increases, thus, reducing the solvent viscosity. This is because a high solubility of saponins in the solvent at a high temperature promotes a high diffusion rate [30]. Due to this phenomenon, the mass transfer increases [29]. Besides that, the combined action of acoustic cavitation as well as thermal effect could give significant results to the extraction yield [31]. Thus, at 50°C, the optimum yield of saponins was obtained. However, the extraction yield of saponins began to decrease from 50°C onwards. This could be due to a degradation of the saponins as the temperature is further increased. Based on the results obtained, the optimum range between 40°C to 60°C was selected.

3.2 Quantification of saponins

The saponin concentrations equivalent to the diosgenin equivalents (DE) were expressed from the calibration curve. The equation to the calibration curve was shown as follows:

\[ X = \frac{A - 3.4493}{0.1574} \]  

(3)

where \( X \) is the concentration of saponins (mg/mL) and \( A \) is the absorbance of the sample. Equation 3 was utilized in determining the concentration of saponins based on different conditions of the extraction parameters listed in the single factor experimental design.
3.3 Optimization of extraction parameters using response surface methodology

The purpose of conducting this study was to optimize the most significant extraction parameters that would give the highest extraction yield of saponins. The extraction parameters were selected based on the optimal range of the extraction parameters obtained from the single factor experimental design. In this study, RSM using CCD was applied.

3.3.1 Central composite design on the extraction yield of saponins

The extraction time and extraction temperature were selected for optimization on the extraction from the roots *C. borivilianum*. A total of 13 experiments inclusive of 5 replications were generated from Design Expert Software Version 8.0.7.1. Table 2 shows the experimental results of CCD on the extraction yield of saponins.

<table>
<thead>
<tr>
<th>Run</th>
<th>Extraction Parameters</th>
<th>Response Yield of Saponins, $Y_1$ (mg/mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40 Extraction Time (mins)</td>
<td>40 Extraction Temperature (°C)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>8</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>9</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>11</td>
<td>60</td>
<td>50</td>
</tr>
<tr>
<td>12</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>13</td>
<td>40</td>
<td>60</td>
</tr>
</tbody>
</table>

The results obtained from Table 2 shows that at experiment 4 with extraction time of 50 minutes and extraction temperature of 50°C provided the highest extraction yield of saponins of 9.7122 ± 0.0312 mg/mL. However, experiment 8 with extraction time of 60 minutes and extraction temperature of 60°C provided the lowest extraction yield of saponins of 3.2954 ± 0.0368 mg/mL.

3.3.2 Analysis of variance (ANOVA) on the quadratic polynomial model

Statistical analysis of ANOVA was analysed from Design Expert Software 8.0.7.1. Table 3 shows the analysis of variance for the response on the extraction yield of saponins.
Table 3: ANOVA for response surface quadratic model on the extraction yield of saponins

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Degree of Freedom</th>
<th>Mean Square</th>
<th>F Value</th>
<th>p-value Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>80.19</td>
<td>5</td>
<td>16.04</td>
<td>12.28</td>
<td>0.0024</td>
</tr>
<tr>
<td>$X_1$ – Extraction Time</td>
<td>1.76</td>
<td>1</td>
<td>1.76</td>
<td>1.35</td>
<td>0.2835</td>
</tr>
<tr>
<td>$X_2$ – Extraction Temperature</td>
<td>1.77</td>
<td>1</td>
<td>1.77</td>
<td>1.35</td>
<td>0.2829</td>
</tr>
<tr>
<td>$X_1X_2$</td>
<td>27.37</td>
<td>1</td>
<td>27.37</td>
<td>20.96</td>
<td>0.0025</td>
</tr>
<tr>
<td>$X_1^2$</td>
<td>35.68</td>
<td>1</td>
<td>35.68</td>
<td>27.32</td>
<td>0.0012</td>
</tr>
<tr>
<td>$X_2^2$</td>
<td>10.98</td>
<td>1</td>
<td>10.98</td>
<td>8.40</td>
<td>0.0230</td>
</tr>
<tr>
<td>Residual</td>
<td>9.14</td>
<td>7</td>
<td>1.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pure Error</td>
<td>0.18</td>
<td>4</td>
<td>0.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>89.33</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on the analysis from ANOVA from Table 3, the p value obtained for model was 0.0024. This indicates that there is a 0.24% chance of the “Model F–Value” which is this large can occur due to noise. Besides that, the “Model F–Value” of 12.28 indicates that the model is significant. The values of p–value (Prob > F) that are less than 0.05 indicate that the model terms are significant. In this case, $X_1X_2$ (0.0025), $X_1^2$ (0.0012) and $X_2^2$ (0.0230) are model terms that are significant. This results show that the interaction between the two independent variables were likely to give influence to the extraction yield of saponins. However, values that are greater than 0.1 indicate that the model terms are not significant. In this case, $X_1$ (0.2835) and $X_2$ (0.2829) are model terms that are no significant. This result show that the independent variables itself do not bring much influence on the extraction yield of saponins since the p–values were more than 0.05.

3.3.3 Fitting of Polynomial Model

Table 4: Statistical analysis for the extraction yield of saponins

<table>
<thead>
<tr>
<th>Model Terms</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Deviation</td>
<td>1.14</td>
</tr>
<tr>
<td>Mean</td>
<td>7.12</td>
</tr>
<tr>
<td>Coefficient Variation (%)</td>
<td>16.06</td>
</tr>
<tr>
<td>PRESS</td>
<td>75.02</td>
</tr>
<tr>
<td>R–squared</td>
<td>0.8977</td>
</tr>
<tr>
<td>Adjusted R–squared</td>
<td>0.8246</td>
</tr>
<tr>
<td>Predicted R–squared</td>
<td>0.1602</td>
</tr>
<tr>
<td>Adequate Precision</td>
<td>8.518</td>
</tr>
</tbody>
</table>

Based on the analysis obtained from Table 4, the predicted R–squared value of 0.1602 is not as close as the adjusted R–squared value of 0.8246. The results could be due to a large block effect or a possible issue on the model. Adequate precision
measures signal to noise ratio. A ratio greater than 4 is desirable. In this case, the adequate precision gives 8.518 which is greater than 4. Hence, this model can be used to navigate the design space. The value of $R^2$ of 0.8977 indicated that 89.77% of the total variation of the extraction yield of saponins was attributed to the independent variables. It was known that the model was significant for production in the range of the independent variables that were selected [14]. Therefore, the final equation in terms of the coded factors was shown as follows:

$$
Y_1 = -155.97546 + 3.82681X_1 + 2.786X_2 - 0.02616X_1X_2 - 0.02571X_1^2 - 0.014258X_2^2
$$

where $Y_1$ represents the extraction yield of saponins, $X_1$ represents the extraction time and $X_2$ represents the extraction temperature.

### 3.3.4 Response surface plot

![Response surface plot](image)

Figure 3: 2−D and 3−D response surface plots on the effect of extraction time and extraction temperature on the extraction yield of saponins

The 2−D and 3−D response surface plots generated in Figure 3 were designed based on the final equation to study the interactions between the two independent variables. Besides that, the response surface plot was also utilized to obtain the optimum extraction parameters that would give the maximum extraction yield of saponins. In both the 2−D and 3−D response surface plots, when both the extraction time and extraction temperature increases, the extraction yield of saponins achieved its optimum values of 9.5768 mg/mL at extraction time of 46.35 minutes and extraction temperature of 55.18°C. However, a further increase of both the extraction parameters would favour a decrease in the extraction yield of saponins.

### 3.4 Validation of model

Validation was conducted to check the adequacy as well as the realibility of the developed second order polynomial model. Table 5 shows the optimum and modified conditions for the extraction parameters.

<table>
<thead>
<tr>
<th>Extraction Parameters</th>
<th>Optimum Conditions</th>
<th>Modified Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraction Time (mins), $X_1$</td>
<td>46.35</td>
<td>46</td>
</tr>
<tr>
<td>Extraction Temperature (°C), $X_2$</td>
<td>55.18</td>
<td>55</td>
</tr>
</tbody>
</table>
The experiment was repeated using the modified conditions for extraction time and extraction temperature. Results showed that the extraction time at 46 minutes and extraction temperature at 55°C provided the optimum extraction yield of saponins at 8.7751 mg/mL. The relative error between the predicted and actual extraction yield of saponins was 8.371%. Hence, it was proven that the developed second order polynomial model by RSM optimization was reliable.

### 3.5 DPPH radical scavenging activity

The DPPH radical scavenging activity was performed to estimate the free radical scavenging activity of the samples. Results show that the samples possesed a high value of antioxidant activity at 88.58%. It was observed that the absorbance of the DPPH sample was low (0.147). Low absorbance was mainly due to high scavenging of radical by the hydrogen donation [24]. Besides that, an increase in the extraction temperature favoured an increase in the antioxidant activity [32]. The rate of extraction for the thermally stable antioxidants at high temperatures would be higher than the rate of decomposition of antioxidants that are less soluble [32, 33].

### 4. Conclusion

In conclusion, the present research outlines the antioxidant activity determination and optimization of the isolated compounds from the roots of *C. borivilianum*. The isolated compounds studied were saponins. The optimum parameters to achieve the maximum extraction yield of saponins of 9.5768 mg/mL were obtained at extraction time of 46.35 minutes and extraction temperature of 55.18°C. Validation of model was conducted between the actual and predicted values and a relative arror of 8.371% was obtained. The antioxidant activity obtained was 88.58% indicating that the samples are rich in antioxidants. Apart from saponins, there are several phytochemicals exist in *C. borivilianum* namely: alkaloids, flavanoids and phenolic acids. However, studies have shown that there is a lack of extensive chemical investigation on this herbal plant. Hence, it is essential to conduct studies regarding on other phytochemicals of the herbal plant. The extraction yield of saponins based on 2 independent variables might not be sufficient to determine the optimum extraction yield of saponins. It can be due to other significant factors such as solid to solvent ratio and power input of the ultrasonic bath. Therefore, it is essential to perform additional factors to obtain better results.
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Abstract

DESs namely glyceline (glycerol + choline chloride) are explored to be developed as the base fluid of nanolubricants which are dispersed with f-MWCNTs in concentrations of 0.01, 0.05 and 0.10 wt%. The stability of synthesised nanofluids is assessed by sediment photograph capturing for duration of 2 weeks to observe the homogeneity of suspension and formation of sediments. The effect of temperature on thermal conductivity of nanofluids are measured at 25, 40 and 60°C while viscosity of base fluids are measured at 25, 40 and 100°C which is in accordance with ASTM standard. The thermal stability of synthesised samples are characterised by TGA. It is found that the stability of nanofluids increases with viscosity of base fluid and the loading of nanoparticles up until 0.10 wt% CNTs due to the increasing presence of functional groups which repel each other, similarly the stability of aforementioned nanofluids increases with base fluid viscosity due to reduced settling velocity. The nanofluids are found to destabilise beginning at 70°C, however homogenous suspension can be formed again if the fluids are agitated. Besides that, the enhancement in thermal conductivity increases with the concentration of CNTs whereby DES 4 based nanofluids display the largest percentage enhancement of 8.37% in thermal conductivity. The viscosity of DES 1 – DES 4 were found to decrease with increasing temperature by 93.33 – 95.03% at 100°C, similar trend is observed from increasing the concentration of the constituent salt which is explicable by the increased free volume in the liquid. DES 4 with ChCl : Glycerol molar ratio of 1:5 as the base fluid and CNTs concentration of 0.1 wt% display the highest stability and thermal conductivity enhancement. TGA shows that synthesised DESs and nanofluids are stable up to 200°C while the presence of CNTs with concentration ranging from 0.01 – 0.1 wt% has minimal effect on the thermal stability of DESs based CNTs nanofluids. Hence the enhancement in thermal conductivity and decrease in viscosity as the effect of increasing temperature demonstrate the potential of glyceline based nanofluid to be developed as nanolubricant.

Keywords: Deep eutectic solvent, nanolubricant, functionalized carbon nanotubes, glyceline.
1. Introduction

Lubricants introduce a layer of surface between two surfaces sliding against each other, reducing friction in the process. Its wide applications range from automobile, aircrafts, industry machineries to biomedical, for instance artificial joints. Aside from providing lubrication to mechanisms, liquid lubricants, the form of lubricant most broadly used are useful in providing damping and cooling effect [1,2].

Nanofluids, a term coined in 1995 by Choi [3] are fluids made up of a base fluid with nanoparticles dispersed within. It possesses high thermal conductivity as it is affected by the properties, dimensions, shape and volume fraction of nanoparticles, thereby enhancing heat transfer [4]. Previous research has also shown that adding nanoparticles into lubricant base oil reduces friction and enhance tribological properties performance by depositing on the contacting surface [5]. Therefore, nanofluids have high potential to be developed as coolants or lubricants in automobile and electronic industries.

Despite advancing lubricant technology, the application of lubricant in specialized field where reduced pressure environments and extreme temperatures are encountered is still limited due to the unavailability of suitable lubricants. Moreover, light alloys which are replacing iron-based materials attributed to their low densities and their ability to form layers that offer corrosion protection, namely magnesium, titanium and aluminium have high reactivity towards conventional lubricants rendering them unsuitable to be used as lubricants in these cases [6].

Ionic liquids emerge as a new prospective lubricant that could be used in severe conditions thus overcoming problems faced by conventional lubricants. ILs are salts with melting points below 100°C and usually composed of an asymmetric organic cation coupled with an inorganic anion. They have desirable properties like negligible volatility, thermal stability and low flammability which make them potential lubricant. Furthermore, ILs can be made from variety of anions and cations, this versatility allows them to be tuned to their own unique properties, estimated in the order of one million [7]. Nevertheless, the biggest concern in the application and synthesis of ILs remained to be their environmental acceptability and high cost of synthesis [4,6].

The discovery of deep eutectic solvents (DESs) as a new class of ILs analogues provides alternatives to overcome the disadvantages of ILs. DESs are typically formed using quaternary ammonium salts and a hydrogen-bond donor (HBD). DESs share the physiochemical characteristics of ILs such as low volatility and superior to ILs in that DESs are environmental benign, cheaper to synthesise, non-reactive with water biodegradable and low toxicity. Radošević et al found that choline chloride:glycerol DESs possess low cytotoxicity and classified as readily biodegradable considering their high degree of mineralisation. [8]. Hence, the potentials of DESs glyceline being used as the base fluid for nanolubricants have motivated this research.

2. Methodology

The research for this project was solely experimental based where properties of DES as the base fluid with nanoparticles added will be studied. The chemicals required
to perform this research were choline chloride (C₅H₁₄ClNO), glycerol 99.5% AR (C₃H₈O₃), and functionalized multi-walled carbon nanotubes (f-MWCNTs). Glycerol was obtained from Chemolab Supplies with high purity (>99.5%) and used for the synthesis of glyceline (glycerol and choline chloride) DES without further purification. f-MWCNTs with diameter of 10-20 nm is purchased from NE. Scientific with purity of >97%.

2.1 Synthesis of DES

In this research four DESs were prepared using choline chloride (ChCl) as the salt and glycerol as the HBD in different molar ratios as shown in Table 2.1, named glyceline. The mixed chemical were stirred at 300 rpm using a magnetic hot plate stirrer (Wisd Laboratory Instrument, MSH-20D) for 2 to 3 hours or until a colourless liquid is formed with temperature of 120°C [9].

<table>
<thead>
<tr>
<th>Salt</th>
<th>HBD</th>
<th>Molar ratio (Salt : HBD)</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choline Chloride</td>
<td>Glycerol</td>
<td>1:2</td>
<td>DES 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1:3</td>
<td>DES 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1:4</td>
<td>DES 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1:5</td>
<td>DES 4</td>
</tr>
</tbody>
</table>

2.2 Synthesis of CNT Nanofluid

F-MWCNTs of different weight fractions (0.01, 0.05 and 0.10 wt%) were suspended in each of the synthesised DESs respectively as shown in Table 2.2. The suspensions were then homogenised using water bath sonicator (Elma, Elmasonic P) at room temperature for 4 hours, this method is known as two-step method and it is popular due to its simplicity [10].

<table>
<thead>
<tr>
<th>DES</th>
<th>Concentration (wt%)</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>NF 1</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>NF 2</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>NF 3</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>NF 4</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>NF 5</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>NF 6</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>NF 7</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>NF 8</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>NF 9</td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>NF 10</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>NF 11</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>NF 12</td>
</tr>
</tbody>
</table>
2.3 Stability Analysis

The stability of each sample was determined by observing the homogeneity of the synthesised nanofluids and the amount of sediments. The sample remained high homogeneity and with least sediment would be the most stable compound. Photographs of nanofluids at day 0, 4, 7 and 14 after water bath sonication were taken to determine the sample with highest stability.

2.4 Thermal Conductivity Measurements

The thermal conductivity of nanofluids and DESs were measured at different temperatures of 25 – 60°C using KD2 Pro Thermal Properties Analyzer (Decagon Devices, Pullman WA, USA). A probe of 6 cm long, 1.3 mm diameter (KS-1) was used for glycerol based fluids since KS-1 is well suited for high viscosity fluids like glycerol or oil based fluids with accuracy of ±5%. All readings were taken with the samples being immersed in silicon oil bath to heat and maintain the temperatures of nanofluids at 25, 40 and 60°C. The instrument was set to record readings in interval of 15 minutes. 5 readings, if the readings were constant or more were taken to reduce errors for every sample measured at different temperature.

2.5 Viscosity Measurements

Viscosity of DESs were measured by Harkee MARS III Rheometer with spindle plate size P35TiL coupled with lower plate TMP 35 at temperature of 25, 40 and 100°C, which was in accordance with ASTM standard for kinematic viscosity of liquids. All measurements were done with the same shear rate of 10 s⁻¹. For calibration purpose, the spindle was allowed to autozero prior to every reading taken for 1 ml of each sample.

2.6 Thermogravimetric Analysis (TGA)

The thermal stability of DESs and nanofluids were assessed by TGA, using instrument from Perkin Elmer STA6000. The samples were heated from room temperature to 600°C with nitrogen flow as the inert gas at heating rate of 10°C/min.

3. Results and Discussion

3.1 Stability Analysis

Photographs of sonicated nanofluids at day 0, 4, 7 and 14 were captured and shown as Figure 1, 2, 3 and 4 where the sequence of arrangement represent DES 1, DES 2, DES 3 and DES 4 based nanofluids from left to right. The nanofluids were arranged in such a way that the concentration of CNTs increases from left to right for each DES. Figure 1 indicates that well-dispersed, homogenous nanofluids were obtained after sonication as the functionalisation of CNTs surface attached functional groups such as carboxylic groups onto CNTs surface, which possess polar properties, increasing its solubility in polar solvents [11].
Figure 1: From left, NF1-12 on the fourth day.

Figure 2 indicates that nanofluids with higher loading of functionalized carbon nanotubes displayed higher stability relative to nanofluids with lower loading of nanoparticles. This is consistent with the results reported by Lamas et al [12]. The increased in nanoparticles concentration and aspect ratio reduce the settling velocity of f-CNTs based nanofluids due to hindered settling, an interaction between particles. The number of functional groups repelling each other increased as a result of increase in nanoparticles concentration thus nullifying the attractive force between nanoparticles and gravitational force.

It should also be noted that the stability of nanofluids increase as the viscosity of base fluid increase. This results is again in close agreement to the one obtained by Lamas et al. This could be explained by the expression of settling velocity, Equation (1) verified by Stokes [13], in which the settling velocity of a sphere is inversely proportional to the fluid viscosity, $\mu$.

$$v_s = \frac{g(\rho_p - \rho)d_p^2}{18\mu}$$

Figure 4: From left, NF1-12 on day (a) zero (b) seventh and (c) fourteenth.
It can be observed that nanofluids began to destabilise upon heating to temperature above 60°C. Nanoparticles began to form agglomerates followed by sedimentation. This observation can be explain by a surge in settling velocity due to a sharp reduction of viscosity of base fluid after heat addition. However, it is worth to mention that a homogenous fluid can be formed again if the agglomerated nanofluid was given sufficient agitation. Hence if the nanofluids are to be used as lubricant, it should be circulated between the parts which requires lubrication and an agitator or mixing region.

![Figure 3: Nanofluids heated up to 70°C (left) and return to homogenous phase after agitated (right)](image)

### 3.2 Thermal Conductivity

Generally, as the molar ratio of ChCl to HBD decreased, an increase in thermal conductivity was observed, partly due to the increased weight fraction of glycerol in the DES, as glycerol contains higher thermal conductivity compared to the synthesised glyceline in different molar ratios. The thermal conductivities of nanofluids were analysed through their percentage of enhancement in thermal conductivity from that of their base fluid, using Equation (2).

\[
\text{Percentage Enhancement, } \% = \left( \frac{k_{\text{nanofluid}} - k_{\text{base fluid}}}{k_{\text{base fluid}}} \right) \times 100
\]  

(2)

It can be seen that all of the nanofluids displayed a trend of increase in percentage enhancements as the concentration of MWCNT increases. This is consistent with the results reported by Rashmi et al [14], in which the increase in thermal conductivity can be attributed to the intrinsic heat conducting ability of carbon nanotubes. Similar results were obtained by Kumaresan and Velraj [15], which stated that the transfer of heat through carbon nanotubes is more effective owing to the enhanced straightness ratio. The greatest thermal conductivity enhancement of 8.37% was seen in NF12, which is DES 4 based, at temperature of 60°C and 0.10 wt% of MWCNT while the lowest enhancement was seen in NF7, which is DES 3 based, at temperature of 60°C and 0.01 wt% of MWCNT, with merely 0.41% of enhancement.
Based on Figure 4, another trend was noticed whereby the percentage of enhancement in thermal conductivity at higher temperature was significantly higher for DES 4 based nanofluid. On the other end of the spectrum, DES 1 based nanofluids displayed significantly higher thermal conductivity enhancement at lower temperature. The exact mechanism behind this phenomena is yet to be known and further studies would be conducted to observe the size of clusters of nanoparticles formed at different temperature in order to determine the effect of cluster size to the enhancement of thermal conductivity.

Figure 4: Percentage enhancement in thermal conductivity as a function of MWCNT concentration at different temperature for (a) DES 1 based nanofluids, (b) DES 2 based nanofluids, (c) DES 3 based nanofluids and (d) DES 4 based nanofluids.
3.3 Viscosity of DESs

Figure 5 shows a common trend of reduction in viscosity of DESs as the temperature increased from 25 to 100°C. The viscosity of the DES 1 – DES 4 were reduce by 93.33 – 95.03% at 100°C. This could be explained by the weakening of interactions strength between cations and anions at elevated temperature [16]. Similar behaviour were reported by D’Agostino et al [17] which showed that other ChCl based DESs displayed large reduction in viscosity with temperature.

As it can be seen from the pattern of viscosity as a function of temperature, the viscosity of DESs decreased in the order of DES 4, DES 3, DES 2 followed by DES 1 due to the decreasing concentration of glycerol, which has the higher viscosity compared to the glyceline synthesised. Besides, it has been reported that the increase in viscosity with decreasing ChCl concentration is consistent with the behaviour of density of glycerol-ChCl mixtures [18]. Another theory known as hole theory relates viscosity to the free volume and availability of holes in the fluid which permit the movement of ions. The type of salts would affect the size of holes distribution, and it is inferred that more viscous fluids contain smaller holes [19]. Hence the viscosity can also be closely related to the size of ions. Addition of salt into glycerol broke its three dimensionally hydrogen bonded liquid by complexing the hydroxide (OH) moieties to the anion of the salt, which lead to a decrease in surface tension, increasing the free volume of liquid hence permitting better movement of the ionic species [18].

Figure 5: Effect of temperature on viscosity of pure glycerol and DES 1 – DES 4.

3.4 Thermogravimetric Analysis (TGA)

TGA is usually conducted to determine the thermal stabilities, otherwise known as decomposition temperatures for substances [76]. As it can be seen from the Figure 4.4.1–4.4.3, all of the samples are stable up to approximately 200°C. The decomposition temperature of all the samples fall within the range of 200 - 250°C. The decomposition temperature of DES glyceline produced in this research closely resembles to that of Zhao et al. [77], in which the decomposition temperature of glyceline with salt to HBD
molar ratio of 1:2 fall between 205 - 216℃. Hence this range of temperature define the upper boundary in which the application of synthesised nanofluids in this research as nanolubricants. In addition, a trend is observed for the TGA where presence of higher amount of constituent salt delays the thermal composition of sample. In other words, the higher the composition of salt in DESs, the higher the decomposition temperature. Furthermore, since all of the samples decompose within the same range of temperature, it can be assumed that the presence of nanoparticles CNTs with concentration of 0.01 - 0.1 wt% has minimal effect on the decomposition temperature of DESs based CNTs nanofluids.

Figure 6: Thermogravimetric analysis of DESs.

Figure 7: Thermogravimetric analysis of nanofluids with CNTs concentration of 0.01 wt%.
4. Conclusion

The prospect of DES glycerine-based carbon nanotubes nanolubricants is explored in this research and it is found that a stable and homogenous nanofluid can be formed. The stability of f-MWCNT nanofluids increases with the weight fraction of CNTs up until concentration of 0.10 wt% of CNTs due to the increasing presence of functional groups which repel each other, similarly the stability of aforementioned nanofluids increases with base fluid viscosity due to reduced settling velocity. Although the nanofluids begin to destabilise at 70°C, homogenous suspension can be formed again if the fluid is agitated. Besides that, the enhancement in thermal conductivity increases with the concentration of CNTs whereby DES 4 based nanofluids display the largest percentage enhancement in thermal conductivity. The viscosity of DES 1 – DES 4 were found to decrease with increasing temperature by 93.33 – 95.03% at 100°C, similar trend is observed from increasing the concentration of the constituent salt which is explicable by the increased free volume in the liquid. Thermogravimetric analysis shows that synthesised DESs and nanofluids are stable up to 200°C while the presence of higher amount of constituent salt of DESs increases the decomposition temperature. In addition, the presence of CNTs with concentration ranging from 0.01 – 0.1 wt% has minimal effect on the thermal stability of DESs based CNTs nanofluids. DES 4 with ChCl : Glycerol molar ratio of 1:5 as the base fluid and CNTs concentration of 0.1 wt% display the highest stability and thermal conductivity enhancement.
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Abstract

*Chlorophytum borivilianum* (safed musli) is one of the most medicinally popular and important plant in India. Various scientific bioassay activity such as anti-stress, anti-inflammatory and many more have been documented on the compounds of *C. borivilianum*. Saponin which is the second most abundant active compound of *C. borivilianum* has been proven to have various pharmacological, bioassay and medicinal properties. However, there is still lack of optimization study done on the extraction of saponins from the roots of *C. borivilianum*. In this research, the extraction process of saponins from the aqueous extract of the roots of *C. borivilianum* was optimized by using single experimental design and response surface methodology (RSM). Ultrasound-assisted extraction was developed for the effective extraction of saponins and the extract was quantified by spectrophotometric method. Two independent variables (extraction time and solid to solvent ratio) with a five level design were evaluated using central composite design (CCD). The range of extraction time and ratio of solid to solvent that were used in the optimization process were 20 to 40 minutes and ratio of 1:20 to 1:40 g/ml. A second-order polynomial model was developed to describe the experimental data for the total saponins content. By using the model developed by RSM, the optimised extraction parameters were obtained which were 26 minutes and 1:28 g/ml. The predicted yield of saponins by model was compared with the actual yield and had relative error of 3.78 %. Besides that, anti-inflammatory activity of the extract was assessed using inhibition of albumin denaturation method and has inhibition of 36.6%.

Keywords: Ultrasonic-assisted extraction, Anti-inflammatory, *Chlorophytum borivilianum*, Optimization
1. Introduction

Medicinal plants or better known as phytomedicine has been used long before recorded history as early as three thousand BC. Medicinal plant refer to the use of different parts of the plant such as roots, seeds, leaves or flowers for medicinal purposes. Before modern medicine exist, chemists used to extract active ingredients from plants to make medicine. Therefore, most of the pharmaceutical drugs are derived from plant’s kingdom. The growth of medicinal plants market is improving dramatically over the years although in many cases chemists or scientists are still not sure about the side effect of specific ingredient from the medicinal plant. One of the reasons that medicinal plants have becoming more popular over the years is because of the increasing interest in self-care of patients. Consumers prefer to use medicinal plants which are normally labelled as ‘natural’ rather than modern drugs which are known as ‘synthetic’ [1]. Some of the commonly used medicinal plants include Kava that has been linked to cure liver toxicity, Ginkgo that has been widely use to improve memory, Chlorophytum borivilianum is proven to boost vitality and many more other plants in the previous findings.

_C. borivilianum_ or better known as ‘white gold’ in Indian systems of medicine is now gaining popularity due to its celebrated aphrodisiac and immunomodulatory properties [2]. _C. borivilianum_ is traditionally considered as general health promotive. Some of the common uses of this plant are for the production of hormone known as testosterone and to improve circulation of blood treating fatigue [3]. The most valuable part of the plant is its roots, which contain 42% carbohydrate, 80-89% protein, 3-4% fibre and 2-17% saponin [4]. Saponin which is one of the most abundant compounds in the root of _C. borivilianum_ is made up of both polar and nonpolar groups. These groups provide saponin with strong surface-active properties that responsible for many beneficial effects. Some beneficial effects of saponins include inhibit protein degradation, improve active nutrient transport in intestine, and improvement of growth in various animal species [5]. Presently, crude extract of _C. borivilianum_ has been utilized for treatment of human diseases especially in anti-inflammatory and other bioassay activity [6]. Inflammation is a natural reaction of living tissues to injury, infection or irritation. At the site of infection, the number of neutrophils would increase which produce a series of oxidative burst [7]. If inflammation is severe, it could be very harmful, causing life threatening hypersensitivity reactions and lastly organs damage [8].

Among the latest extraction methods, ultrasound-assisted extraction (UAE) is the most selected method because it shows more promising results in term of capability and efficacy in obtaining significant saponin yields [9]. In addition of that, UAE method is preferable to be carried out using ultrasonic bath instead of using a sonicator probe horn for direct sonication because ultrasonic bath is commonly available, easy to handle and economically advantageous [10]. UAE is known as green extraction technologies which involve less hazardous chemical, less energy consumption and more environmental friendly compared to conventional extractions such as maceration and Soxhlet extraction [11]. The working principle of UAE is by creating cavitation bubbles in the solvent by acting as a micro jet to denature the plant cell wall when the bubbles collapse resulted in a greater yield. Overall, UAE is a very good extraction method to separate and isolate saponins for analysis and quantifying purpose. The procedure for UAE is also rather simple and fast for complete extraction with average of 20 minutes.
duration. One of the downside of UAE is that, filtration and rinsing after extraction is mandatory which involve longer time and have danger of contaminating the extract during the process [11]. In order to get a comparable result, several specimens should be run simultaneously to obtain average data. In addition of that, UAE is advisable for thermolabile analysis such as extraction of saponin from plants [12].

RSM is an effective statistical technique and was initially introduced by Box and Wilson in year 1951 within the ambit of chemical engineering in an attempt to assess the interactive effect of process variables and build a numerical model that precisely describes the entire process with a minimum experimental effort [13]. In order to overcome the disadvantage of single factor experimental design, response surface methodology (RSM) is introduced for further optimisation purpose. Single factor experimental design approach will lead to increase of time and costs if the manipulated variables of the research increases as it is an empirical method and known as one-factor-at-a-time approach, in which one factor is varied at a time, while keeping all the other factors constant [14]. RSM takes into account of the interaction effects between the variables and able to provide the optimal extraction parameters to gives the best yield of extraction [15]. RSM is used in many instances to minimum experimental trials needed with a goal to evaluate multiple manipulated variables and their interactions in order to obtain highest output. The use of RSM has been successfully utilized for optimization of extraction parameters includes serine protease from kesinai (Streblusasper) leaves [16], crude polysaccharides from Citrus medica L. var. sarcodactylis [17] and betacyanin and betaxanthin from Opuntia ficus-indica [18].

Previously, many researchers have done the studies on extraction of saponins from various plants including C. borivilianum. The methods of extraction used also varies from conventional method up to green technology extraction method such as ultrasonic-assisted extraction [19]-[25] However, limited studies have been done to optimise the extraction process to maximise the yield of saponin which have been proven to contain various pharmacological activity which are beneficial to us. In this study, optimisation process was carried out to maximise the extraction yield of valuable saponins from the roots of C. borivilianum while ensuring that the saponins does not lose its anti-inflammatory properties using single factor experimental design and RSM. Extraction parameters that were optimized in this study include ratio of solid to solvent and extraction time. Lastly, the parameters found in the experiment was used in the extraction process to validate the mathematical model form. Best to our knowledge, there have been no previous study done on the optimisation of the extraction of saponins from the roots of C. borivilianum using ultrasonic-assisted extraction method.

2. Materials and Methods

2.1 Materials

The main material used in this experiment the root of C. borivilianum was obtained from University Teknologi Malaysia (UTM) and prepared based on the methods presented by Chua [26]. The root of this plant has much higher economic value compared to other parts of the plant. The root of C. borivilianum was washed and dried in oven (Model UFE-800, Memmert, Germany) at 40 °C before being cut and ground into powder to increase the surface area to volume ratio. The powder was being sieved through 60-mesh sieve to get uniform size. This is to ensure that the powder dissolve
uniformly during extraction process. Lastly, the powder sample was packed in polyethylene bag and kept at room temperature until needed for further analysis.

2.2 Chemicals and Reagents

Diosgenin and vanillin were purchased from Sigma Aldrich (St. Louis, MO, U.S.A); Methanol AR, Ethanol and Sulfuric acid 95%-97% were purchased from Friendemann Schmidt Chemicals. All chemicals and reagents used were of analytical reagent grade.

2.3 Extraction Procedure

Extraction was carried out based on method presented by Guo [22] with slight modification made. The dried and powdered sample (1 g) of C. borivilianum were mixed with different volumes (10 to 50 ml) of 80% methanol. The samples were then inserted into a sonicator (Model 5300 EP, Soltec, USA) with pulses of 20kHz incorporated with a temperature controller set at 25 °C for varying amount of time (20 to 60 min). The ratio of solid to solvent and extraction time for optimization process was based on the experimental design generated by Design-Expert Software after obtaining the optimal experimental range from single factor experiment. The extract was then filtered using whatman No. 1 filter paper and evaporated to dryness using rotary evaporator (Hei-VAP, Heidolph, Germany). All experiments were carried out in triplicates and the results is shown as mean values ± standard deviations.

2.4 Identification and Quantification of Saponins in the C. Borivilianum Extract

In order to ensure that saponins exist in the extract, a simple froth test was carried out based on method presented by Ncube [23]. The dried extract was dissolved in 10 ml of distilled water. Then the solution was shaken vigorously for 20 seconds before left standing in an upright position. The solution was observed for over a period of 45 minutes and a thick froth layer was formed on the surface of the liquid confirming the presence of saponins in the crude extract.

Vanillin-sulfuric acid colorimetric test was carried out to determine the concentration of saponins in the extracts following the methods published by Hiai et al. [24]. The chemical reagents required for this test include vanillin reagent, 72% (v/v) sulfuric acid, standard saponin solution and 80% aqueous methanol. Vanillin reagent was prepared by dissolving 800 mg of vanillin in 10 ml of analytical grade ethanol. 72% (v/v) sulfuric acid was prepared by adding 72 ml of sulfuric acid (analytical grade, 95%, w/w) to 28 ml of distilled water. 80% aqueous methanol was prepared by adding 80 ml of analytical grade methanol to 20 ml of distilled water.

A standard saponin curve was prepared using diosgenin as standard based on method presented by Makkar [5]. 10 mg of diosgenin was dissolved in 16 ml of methanol before adding 4 ml of distilled water. The final concentration of diosgenin in the standard saponin solution samples was 0.5 mg/ml in 80% aqueous methanol. The standard sample were immediately diluted to respective concentration by adding 0, 0.05, 0.10, 0.15, 0.20, 0.25 ml in test tubes and the volume were made up to 0.25 ml with 80% aqueous methanol. Then, 0.25 ml of vanillin reagents were added before adding 2.5 ml of 72% sulfuric acid into the respective test tubes slowly on the inner side of the
wall. The solutions were mixed well using a vortex shaker (QL-866, China) before being transferred to a water bath adjusted to 60°C. After 10 minutes, the test tubes were cooled in ice-cold water for 4 minutes. Lastly, the absorbance of the standard samples were measured using UV-VIS spectrophotometer (Genesys 10S, Thermo Scientific, USA) at 544 nm. A standard curve was obtained by plotting the absorbance value (Au) against the concentration of the standard saponin solution (mg/ml).

Dried extract was dissolved in 80% aqueous methanol gave a final of 10 mg/ml. After that, 0.25 ml of the extract solution was mixed with 0.25 ml of vanillin reagent and 2.5 ml of 72% sulfuric acid in test tubes. The solution was mixed well using a vortex shaker before being transferred to a water bath that was adjusted to 60°C. After 10 minutes, the test tube was cooled in ice-cold water for 4 minutes. Lastly, the absorbance of the extract solution was measured using UV-VIS spectrophotometer at 544 nm against blank reagent. All experiments were carried out in triplicates to obtain the average absorbance values. The extraction yield of saponin was quantified based on the developed calibration curve.

2.5 Single Factor Experimental Design

Single factor experiment was being carried out to determine the experimental range of the extraction time and the ratio of solid to solvent ratio based on the highest yield extraction of saponin in the crude extract. A two factor-five level single factor experimental design was employed in this study. The experimental range of the single factor experimental design is shown in (Table 1).

<table>
<thead>
<tr>
<th>Table 1. Experimental range of the single factor experimental design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraction parameters</td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td>Ratio of solid to solvent (g/ml)</td>
</tr>
<tr>
<td>Extraction time (min)</td>
</tr>
</tbody>
</table>

2.6 RSM Experimental Design

The range of response surface methodology (RSM) was determined using single factor experiment. RSM was carried out to optimize the extraction of saponins. RSM was used to optimize the ratio of solid to solvent and extraction time. A two-level-two-factor, Central Composite Design (CCD) consist of total 13 experimental runs were carried out [25]. Variables which include the ratio of solid to solvent and extraction time were coded at two level (-1, 1) representing lower and higher value.

Design-Expert Software Version 7.0.0 trial program (Stat-Ease Inc. Minneapolis, USA) was used for experimental design of RSM. In order to establish the optimum conditions for the yield of saponin from *C. borivilianum*, analytical steps taken were regression analysis to obtain quadratic models, analysis of variance (ANOVA) and 3D response surface plot [26]. The fitness of the model to responses were estimated using coefficient of determination ($R^2$).
2.7 Bioassay Test of in-vitro Anti-inflammatory Activity of the Extracts

Bioassay test was carried out on the optimised saponins extract to prove that the saponins obtained from the roots of C. borivilianum has anti-inflammatory activity. The test was carried out according to Sigma protocol with minimum modification made [27]. The test sample was in kept at 37 °C in DMSO for 10 minutes before tested. Firstly, the assay medium which was made up of 80U hyaluronidase in 100 μL 20 mM sodium phosphate buffer was incubated with 25 μL of test sample After that, the 100 μL of hyaluronic acid was added to the mixture before being incubated for 45 minutes at 37 °C. Then, the mixture was precipitated with 1mL of acid albumin solution. After 10 minutes, the absorbance value of the sample was recorded at 600 nm. Each experiment will be carried out in triplicate and the mean absorbance is obtained. The percentage of inhibition of the extract was determined on a percentage basis relative to reference compound using Eq. (1).

\[
\text{Percentage of inhibition} = \left( \frac{\text{Absorbance of extract}}{\text{Absorbance of reference compound}} \right) \times 100
\]  

3. Results and Discussion

3.1 Quantification of Saponins in the C. Borivilianum Extract

Pure diosgenin was used as the standard for the calibration curve over a range of 5 different concentrations in 80% aqueous methanol. The curve shows linear relationship between the absorbance value and concentration of standard saponins solution. The accuracy and reliability of the graph is determined by the coefficient of determination \((R^2)\). The determination of coefficient of the calibration curve is 0.965 which indicate satisfying linearity and the curve is able to define up to 96.5% variability of the feedback. The equation of straight line obtained from the calibration curve is shown in Eq. (2).

\[
Y = 39.841X + 0.0676
\]  

where absorbance value and concentration of the saponin (mg/ml) were express as \(Y\) and \(X\) respectively. The extraction yield of saponins in this study is expressed in term of diosgenin in mg/ml.

Eq. (2) was rearranged to obtain Eq. (3) which is used to quantify the extraction yield of saponins.

\[
X = \frac{Y - 0.00676}{39.841}
\]  

3.3 Single Factor Experimental Design

The extraction parameters which include solid to solvent ratio and extraction time were studied by single factor experimental design before central composite design (CCD) was introduced to further optimize the experimental parameters. Single factor experimental design was carried out by manipulating one factor at a time while keeping the other factors at their center point in each set of experiment [28].
3.3.1 Effect of Extraction Time on Extraction Yield of Saponins

The longer the extraction time, the better the extraction yield [22] but optimum extraction time should be used so that the process will be economical to be carried out [29]. Extended period of extraction time required large amount of extraction solvent and may led to the decline of extraction yield [30]. Extraction time that were being studied range from 20 to 60 minutes with 10 minutes interval each. While manipulating the extraction time, the solid to solvent ratio was kept at 1:30 g/ml. The effect of extraction time on extraction yield of saponins is shown in (Fig. 1).

![Figure 1. Effect of extraction time on the extraction yield of saponins](image)

The result shown in (Fig. 1) shows that the extraction yield of saponins increases steadily with extraction time before decreasing significantly after extraction time exceed 40 minutes. From 20 to 30 minutes, the yield of saponins increases rapidly from 0.0735 mg/ml to 0.1130 mg/ml. Further increase in extraction time after 40 minutes decreases the extraction yield of saponins which may due to decomposition of saponin compound [31]. In addition of that, prolonged extraction time may cause readsorption of saponins on the plant particles due to the large surface area formed by prolonged extraction process [32]. Therefore, the range of extraction time chosen to be further optimize by using RSM was 20-40 minutes.

3.3.2 Effect of Solid to Solvent Ratio on Extraction Yield of Saponins

The second extraction parameter that was being studied was solid to solvent ratio. The main driving force of extraction process is the concentration gradient where lower solid to solvent ratio is preferable as it results in higher diffusion rate [33]. However, optimum volume of solvent should be used to achieve low solid to solvent ratio without compromising the extraction yield. This to minimize the waste of solvent
and reducing the cost of extraction process. Solid to solvent ratio that were being studied range from 1:10 to 1:50 g/ml minutes with 10 ml difference each. While manipulating the solid to solvent ratio, the extraction time was kept constant at 40 minutes. The effect of solid to solvent ratio on extraction yield of saponins is shown in (Fig. 2).

![Figure 2. Effect of solid to solvent ratio on the extraction yield of saponins](image)

According to (Fig. 3), overall result shows that solid to solvent ratio did not significantly affect the extraction yield of saponins. The extraction yield of saponins increases steadily as solid to solvent ratio decreases from 1:10 to 1:30 g/ml where extraction yield of saponins peak at 1:30 g/ml with 0.0925 mg/ml of saponins extracted. Further decrease of solid to solvent ratio decreases the extraction yield of saponins. This may be due to the saturation of saponins as the extract saponin has fully dissolve in the solvent [34]. Therefore, the range of solid to solvent ratio chosen to be further optimize by using RSM was 1:20 to 1:40 g/ml.

### 3.4 Optimization of Response Surface Methodology (RSM)

Results obtained from single factor experimental design were used to further optimized the extraction parameters by RSM using central composite design (CCD). The objective of the optimization process was to maximize the extraction yield of saponins and crude extract from root of *C. borivilianum*. Two variables which were chosen to be optimized were ratio of solid to solvent ($X_1$) and extraction time ($X_2$) while the response of the experiment was saponin yield ($Y_1$). The design matrix was generated by Design-Expert Software Version 7.0.0 program as shown in (Table 2). All the experiments were carried out in triplicate and are expressed as mean values as tabulated in (Table 2).
Experimental results show that the extraction yield of saponins range from 0.0668 to 0.1179 mg/ml. Experiment run number 6 with extraction parameter of 1:20 g/ml and 20 minutes yield the highest saponins of 0.1179 ± 0.0017 mg/ml.

3.5 Analysis of Variance (ANOVA) for the Quadratic Polynomial Model

Based on the analysis done using Design-Expert Software Version 7.0.0 program, quadratic was the suggested model for this study. The results of ANOVA for the response surface quadratic polynomial model for the extraction yield of saponins was summarized in (Table 3). The extraction parameters were ratio of solid to solvent and extraction time which were denoted as $X_1$ and $X_2$ respectively.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Degree of Freedom</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>5.850</td>
<td>5</td>
<td>1.170</td>
<td>7.49</td>
<td>0.0099</td>
</tr>
<tr>
<td>$X_1$</td>
<td>0.096</td>
<td>1</td>
<td>0.096</td>
<td>0.62</td>
<td>0.4582</td>
</tr>
<tr>
<td>$X_2$</td>
<td>0.920</td>
<td>1</td>
<td>0.920</td>
<td>5.89</td>
<td>0.0456</td>
</tr>
<tr>
<td>$X_1X_2$</td>
<td>0.760</td>
<td>1</td>
<td>0.760</td>
<td>4.86</td>
<td>0.0632</td>
</tr>
<tr>
<td>$X_1^2$</td>
<td>2.640</td>
<td>1</td>
<td>2.640</td>
<td>16.87</td>
<td>0.0045</td>
</tr>
<tr>
<td>$X_2^2$</td>
<td>1.920</td>
<td>1</td>
<td>1.920</td>
<td>12.30</td>
<td>0.0099</td>
</tr>
<tr>
<td>Residual</td>
<td>1.090</td>
<td>7</td>
<td>0.160</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>0.990</td>
<td>3</td>
<td>0.330</td>
<td>13.27</td>
<td>0.1510</td>
</tr>
<tr>
<td>Pure Error</td>
<td>0.100</td>
<td>4</td>
<td>0.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>6.950</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

ANOVA results showed that the model was significant with $p$-value less than 0.05. The lower the $p$-value, the more the significance the source. In this case, almost
all the sources were statistically significant with $p$-value less than 0.05 except ratio of solid to solvent which has $p$-value greater than 0.05. These showed that extraction time was the main factor affecting the extraction yield of saponins. The model $F$-value of 7.49 implies the model was significant. There was only a 0.99% chance that a “Model $F$-value” this large could occur due to noise. The $F$-value of lack of fit was 13.27 but the $p$-value was greater than 0.05 showing that the lack of fit source as not significant. The results of ANOVA showed that the response surface models fit the experimental data [16].

3.6 Fitting of Polynomial Model

A second order polynomial model was generated by Design-Expert Software Version 7.0.0 trial program to describe the effects of the extraction parameters which include ratio of solid to solvent ($X_1$), extraction time ($X_2$) and interactions between the two parameters ($X_1X_2$) on the extraction yield of saponins ($Y_1$) from the roots of *C. borivilianum*. The second order polynomial model which fit this study is shown in Eq. (4).

$$Y_1 = -0.74235 + 0.23287X_1 + 0.15516X_2 + 0.00435885X_1X_2 - 0.00624439X_1^2 - 0.00533352X_2^2$$

The higher the coefficient indicates the greater the magnitude of the extraction parameter. Whereas the positive coefficient indicates response $Y_1$ was proportional to the parameters while negative sign was vice versa. The fitness of the model was proven by having coefficient of determination ($R^2$) of 0.8425 while the adjusted $R^2$ was 0.7300. The $R^2$ showed that 84.25% of the experimental results were compatible with the results predicted by the model.

3.7 Effect of Interactive Extraction Parameters

The effect of interaction between ratio of solid to solvent and extraction time was shown in (Fig. 3) illustrated in both 3-D response surface graph and 2-D contour plot.
As shown in (Fig. 3), both extraction parameters can greatly impact the extraction yield of saponins. By increasing both ratio of solid to solvent and extraction time simultaneously could greatly increase the extraction yield of saponins which peak at around 1:30 g/ml and 30 minutes with absorbance value of 4.401 or 0.1124 mg/ml. Further increase of either parameters will lead to decrease in extraction yield.

3.8 Optimum Value of Ratio of Solid to Solvent and Extraction Time

Optimization of extraction parameters were carried out by solving the second order polynomial model generated by Design-Expert Software Version 7.0.0 trial program to obtain the highest extraction yield of saponins from the root of *C. borivilianum*. The criteria of optimization was set to have ratio of solid to solvent in range of 1:20 to 1:40 g/ml and extraction time in range of 20 to 40 minutes while maximizing the absorbance value which directly indicating the extraction yield of saponins. Results obtained was presented in (Fig. 4) below showing the corresponding 3-D response surface graph and contour plot of the optimization process.
The optimum extraction parameters of this study were using ratio of solid to solvent of 27.68 g/ml and extraction time of 25.85 minutes which predicted to obtain 4.48495 absorbance value or 0.1124 mg/ml of saponins with desirability value of 0.892.

3.9 Validation of the Model

After obtaining the optimum extraction parameters through RSM, validation experiment was carried out to check the accuracy and reliability of the second order
quadratic equation. The optimum and adjusted extraction parameters are shown in Table 4.

Table 4. Optimum and modified extraction parameters

<table>
<thead>
<tr>
<th>Extraction Parameters</th>
<th>Optimum Values</th>
<th>Modified Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio of solid to solvent, g/ml ($X_1$)</td>
<td>27.66</td>
<td>28</td>
</tr>
<tr>
<td>Extraction time, minutes ($X_2$)</td>
<td>25.85</td>
<td>26</td>
</tr>
</tbody>
</table>

Extractions carried out using modified extraction parameter resulted with saponin yield of 0.1081 mg/ml. The percentage of error when comparing theoretical and actual value is 3.788%. Therefore, the polynomial model developed using RSM is confirmed reliable and able to provide solid prediction of extraction yield.

3.10 In-vitro Anti-inflammatory Assay of Extract Saponins

According to study done by Deore and Khadabadi [35], extract from roots of *C. borivilianum* contain convincing amount of anti-inflammatory compound. However, the exact compound which aids in the anti-inflammatory property of *C. borivilianum* has yet to be establish. In this research, anti-inflammatory assay had been carried out on saponins extracted from the roots of *C. borivilianum*. Saponins is proven to be effective in inhibiting hear induced albumin denaturation with inhibition percentage of 36.6. However, further study needs to be carried out to optimize the anti-inflammatory property of saponin extract from *C. borivilianum*.

4. Conclusions

It can be concluded that optimization process is successful using single factor experimental design and response surface methodology (RSM). The developed second order quadratic polynomial model provides satisfactory mathematical definition of optimized extraction parameters of saponins from root of *C. borivilianum* using ultrasonic-assisted extraction (UAE). This was further clarified by validating the model and obtained low relative error of 3.77% when compared with theoretical value. Optimum extraction parameters are 27.66 g/ml using 80% aqueous methanol and 25.85 minutes of extraction time using UAE set at room temperature. Extracted saponins also shows promising anti-inflammatory property. The methods of optimization can be utilized for further improvement of other extraction parameters to maximize the yield of useful compound from roots of *C. borivilianum*.
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Abstract
This paper is about the theory behind the processes in wastewater treatment. In this project, the objective is to determine the efficiency of treatment of heavy metals in wastewater using the adsorption and coagulation process. This also involves the control of the pH and the usage of banana peel as the adsorbant. This project is done by preparing stock solutions and adsorbant by drying and grounding banana peels as an adsorbant. In the coagulation process, alum is added into the stock solution and the final filtrate is determined in the Atomic Adsorption Spectroscopy.

Keywords: Bio-absorption, Coagulation, Heavy metal, Wastewater

1. Introduction

Heavy metals contamination in water is a big challenge for one to solve. The major contribution to heavy metal contamination are the activities of humans. Because the metals have a high solubility in the natural environment, the metals can be absorbed into the food chain [2]. This may cause a high level of accumulation of heavy metals in the human body. The intake of heavy metals into the human body above the acceptable level of concentration will cause health issues [1]. There are a few processes that can be used to treat contaminated water. A few conventional methods to remove heavy metals are adsorption, flotation, ion exchange, chemical precipitation, and electrochemical deposition. The most commonly used method is chemical precipitation where it is the less costly and more available option in terms of resources. Chemical precipitation works on the principle of chemical reaction where the metal ion is reacted and converted into an insoluble solid with a precipitate agent. Ion exchange uses the principle of exchanging the cations or anions from the surrounding materials [2]. Adsorption is the process whereby the substance in the liquid is adsorbed on an adsorbant by chemical or physical means. Some industries use the coagulation and flocculation process to be able to treat contaminated water. Coagulation uses a coagulant in order to neutralise all charges of the particle and result in precipitation.
Flocculation is when a polymer is used in order to combine all of the flocc into bigger flocc so that it is easier to remove [1].

1.1 Objectives

This project is to compare the efficiency of the adsorption and coagulation process in treating heavy metals from wastewater. To determine the factors affecting the efficiency of treating the wastewater.

2. Methodology

Stock solutions of 1000mg/L are prepared using zinc nitrate in double distilled water. Standard solutions of 20,40,60,80 and 100ppm are prepared using the dilution method \( M_1 V_1 = M_2 V_2 \) [4]. Dry banana peels in the oven at 70°C. Then, ground the peels and sieve to 60 mesh [4].

For the process coagulation, fill a 1L beaker with 500mL of 20ppm synthetic solution. The pH is adjusted to 11 using 0.1M NaOH solution and 0.1M H\(_2\)SO\(_4\) and as the optimal pH for the coagulation. Dose in 100ppm of alum, Al\(_2\)(SO\(_4\))\(_3\). Mix the solution rapidly at a speed of 200 rpm for 60 s, the solution is slowly stirred at the speed of 60 rpm for another 30 min, followed by 30 min of settling. Filter 10mL of the final solution [3].

For the process of adsorption, fill a 1L beaker with 500mL of 20ppm synthetic solution. The pH is adjusted to 5 with the addition of 0.1M HCL. 30g/L of adsorbent is added into the solution. The solution is mixed for 20 minutes at 100rpm. Filter 10mL of the final solution [4].

The heavy metal content in the water is tested using the Atomic Absorption Spectroscopy (ASTM D1591)

3. Theoretical background

The principles of coagulation revolves around the usage of a coagulant to destabilize colloidal particles. This process has to involve the control of the pH and involve the addition of a substance called Zeolite. The coagulant will discharge the particles so that they do not repel each other and start to attract to the Zeolite. Once the particles start to combine with the Zeolite, small floccs will appear and the floccs will start to settle [1].

<table>
<thead>
<tr>
<th>Species</th>
<th>Coagulant</th>
<th>Dose of coagulant</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn(II)</td>
<td>Na(_2)S</td>
<td>100 mg/L</td>
<td>99.91%</td>
</tr>
<tr>
<td>Cd(II)</td>
<td>Na(_2)S</td>
<td>100 mg/L</td>
<td>99.73%</td>
</tr>
<tr>
<td>Mn(II)</td>
<td>Na(_2)S</td>
<td>100 mg/L</td>
<td>99.95%</td>
</tr>
<tr>
<td>Cu(II)</td>
<td>Poly-ferric sulfate</td>
<td>25 mg/L</td>
<td>99.6%</td>
</tr>
<tr>
<td>Cu(II)</td>
<td>Poly-acrylamide</td>
<td>5 mg/L</td>
<td>95%</td>
</tr>
</tbody>
</table>

Based on table 1, it can be seen that the removal of heavy metals using the coagulation and flocculation method is very efficient for all the 4 species of metal. It
can be also be observed that the type of coagulant plays a minor role in the removal of the heavy metals of about 1.6% difference in efficiency [1].

The principle of adsorption uses the transfer of ions from the liquid phase to the solid phase. The role of pH affects the selection of adsorption of different heavy metals. Previous researches showed that Cu(II) and Zn(II) are adsorbed at neutral and alkaline pH respectively. The usage of agricultural waste in the bioremediation of heavy metal ions is called bio-sorption. Some waste such as hazelnut shell, pecan shells, rice husk, jackfruit, maize cob or husk can be used as an adsorbant in the adsorption of heavy metals [2].

4. Conclusions

In conclusion, there is much to be done in validating the theory behind the extraction of heavy metals from wastewater. It can be seen that pH plays a vital role in the treatment of water where it will determine the metal selected by adsorption and the optimal coagulation activity.
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Abstract

Direct Carbon Fuel Cell (DCFC) has been considered as the new technology in producing electricity using solid fuel, as it has theoretical efficiency of 100%. It is also said to have 50% lower carbon dioxide emission compared to coal fired power plant. However, the environmental impacts of DCFC in terms of its full life cycle from manufacturing to disposal is still unknown, therefore the Life Cycle Assessment (LCA) is conducted. LCA study is done on DCFC system with mesocarp fibre (MF) as fuel source. The study is done to compare DCFC system with Supercritical Pulverised Coal (SCPC) power plant in terms of environmental impacts. The data collection of the DCFC and SCPC is done by conducting experiments, calculations and literature studies. Three cases are studied for DCFC system: power generation with pyrolysed MF (referred as Case 1) and power generation with acid-treated (0.5 M and 1.0 M HCl), pyrolysed MF (referred as Case 2 and Case 3, respectively). There are eight environmental impact categories considered in the study: resource depletion, global warming, ozone depletion, acidification, eutrophication, photochemical smog, human toxicity and aquatic toxicity. Comparing three cases, the pyrolysed biomass has the lowest environmental impact. Comparing three cases for DCFC system, Case 1 has the lowest Environmental Impact function (EI) value amongst all three cases. The EI values for Case 1, 2 and 3 are 1364.73, 1692.47, and 1630.28 respectively. Case 1 has the lowest EI value because of the lower emission of methane gas and no amount of acid solution used. Comparing EI values between Case 1 of DCFC system and SCPC plant, SCPC plant (EI = 31652747766.73) has much higher EI value than DCFC system, which is caused by the use of coal and emissions of ammonia, lead, mercury, nitrogen oxides and sulphur dioxide gas, which are harmful to the environment. From the results, it is seen that DCFC has potential in providing greener power industry compared to conventional power generation.
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1. Introduction

Fossil fuels, such as crude oil, natural gas and coal have been used as energy sources for centuries. It has been widely used for transportation fuel, paving roads, fuel for household application, and electricity and heat generation. However, fossil fuels are non-renewable energy sources, and the amount has greatly depleted over the years. Therefore, researches and investigations on renewable energy sources have been done to ensure that there will be resources left for energy use for future generations. Examples of renewable energy sources are wind, hydro, solar, biogas and biomass.

In Malaysia, one type of biomass that is abundant is palm oil mill waste, since Malaysia is one of the biggest producers of palm oil. Palm oil mill industries generate large quantities of wastes, and there have been problems in disposing it. Solid wastes generated from palm oil mill are empty fruit bunches (EFB), mesocarp fruit fibres (MF) and palm kernel shells (PKS). In order to decrease the amount of waste to be disposed, these wastes are used as fuel for steam generator. However, there are still an amount of waste unexploited, thus full utilisation of solid waste as energy generator should be done for both economic and environmental reasons [1].

Studies on biomass as fuel for power generation have been done in recent years. However, the efficiency of power generators available to convert biomass into energy is very low, with the highest efficiency of 40% for anaerobic digestion [2]. Therefore, fuel cell technology has become a solution for high efficiency power generation, since fuel cell has higher efficiency in producing electricity compared to conventional distributed energy systems such as diesel engine and wind turbine [3]. Other than that, it has simple design, is environmentally clean and makes no noise [3]. Out of different types of fuel cell existed, the only type of fuel cell that uses solid carbon as fuel to generate electricity is direct carbon fuel cell (DCFC), where it can achieve 100% theoretical efficiency [4]. Studies in using biomass as fuel in DCFC have been conducted, and results shows that it is indeed possible to do so [5].

Other than high efficiency, DCFC is also able to reduce greenhouse gas (GHG) emissions up to 50% compared to current generation coal fired power plants [6]. However, its full potential in environmental aspect is still unknown as only emission during its operation in converting solid carbon into electricity is considered. In fact, most processes in industries only considered emissions or pollution control, which is only one part of the life cycle of the said processes, causing no assurance in environment protection [7]. Therefore, in to provide the assurance that the environment is protected, an analysis of the whole life cycle of the system has to be done. This analysis can be done by doing Life Cycle Assessment (LCA).

1.1 LCA Studies

LCA is known as a tool in quantifying and evaluating inputs, outputs, and the potential environmental impacts of a product, process or activity throughout its life cycle [8]. It uses a ‘cradle-to-grave’ approach, where the analysis is done starting from raw materials’ extraction from the ground until the wastes are disposed back to the ground. Based on the results, the impacts of each part of the life cycle or overall system to the environment can be identified and evaluated, and a conclusion and improvements of the evaluated product, process or activity can be drawn. Examples of environmental
impacts that can be evaluated by using LCA are global warming, acidification, and ozone depletion [7].

Several LCA studies on coal power plant and biomass power plant has been conducted by several authors. For coal-fired power plant, the analysis done by [9] shows that the highest emissions comes from combustion process, and the second highest comes from methane leakage during mining operation. The study concludes that by applying Carbon Capture and Storage (CCS) system, the emissions from combustion will be reduced. The given statement by [9] about CCS system is proven true by [10], as the LCA study conducted on coal-fired power plant with CCS system shows that the emission from combustion decreases. However, though CCS system helped in reducing GWP, other impact categories such as EP, human toxicology and AP value increased due to increasing concentration of other pollutants. This shows that pollution control does not actually reduces the environmental impacts of the particular system.

Another LCA study is also conducted on power plant with mixture of biomass and coal used as fuel [11, 12]. Both studies concluded that by using mixture of biomass and coal as fuel for power generation, the environmental impacts can be reduced. Study by [12] also compared treated and untreated biomass, and the results shows that the treated biomass has higher impacts than untreated ones as there are more processes needed to treat it.

1.2 DCFC Studies

Direct carbon fuel cell is the only fuel cell that uses solid fuel to generate power. The fuel for DCFC is solid carbon, with operating temperature at 500-900°C, and efficiency of almost 100% [6]. The high efficiency is because of easy separation of fuel (solid) and product (gas). A DCFC consisted of an anode, cathode, and electrolyte where fuel is introduced at anode side and air introduced on cathode side for electrochemical reactions to take place. For DCFC to operate at its maximum efficiency, the overall cell reaction must be:

\[ C + O_2 \rightarrow CO_2 \] (1)

Where the reactions for anode (Eq. 2) and cathode (Eq. 3) being:

\[ 2O_2^- + C \rightarrow CO_2 + 4e^- \] (2)

\[ O_2 + 4e^- \rightarrow 2O_2^- \] (3)

Other than high efficiency, variety of fuels can be used for DCFC, such as coal and biomass, making it a favourable alternative for power generation [13]. However, the fuel has to be treated first as DCFC is vulnerable to impurities such as ash and volatile matter since it can cause blockage in DCFC [5]. The treatment done by most researchers for biomass is pyrolysis, which decompose and convert biomass into biochar. A study on brown coal by Jewulski et. al. showed that by doing pyrolysis, the elemental carbon content increased by 11.3% and volatile matter content reduced by 38.57%, however the ash content increased to 34.9% [14].
As pyrolysis only reduced the volatile matter content, another treatment has to be done to decrease the ash content in the biomass. A treatment done by using acid solution was done by Rady et. al. to demineralise the biomass. HNO₃ solution was used on biomass before pyrolysis process, and the results showed that ash content reduced from 2.6 to 0.8% [15].

2. Methodology

The methodology of this study is based on ISO 14040:2006 which gives the principles and framework for LCA. In the given standard, the LCA methodology generally consists of four main phases: goal and scope definition, inventory analysis, impact assessment, and interpretation phase. The details for each phases is explained at sub-sections below.

2.1 Goal and Scope Definition

The aim of this study is to quantify and analyse the environmental impacts of DCFC using biomass as a fuel source, and to compare it with the conventional power generation by using LCA methodology. The LCA study uses cradle-to-gate approach, where the life cycle studied (with its boundaries) is shown in Fig. 1. Only Fuel Production stage and DCFC System Operation stage is considered in this study. The functional unit (FU) chosen for this study is 1 kWh of electricity generated. The conventional power generation to be compared with is coal-fired power plant without CCS system.

![Figure 1. Life cycle of DCFC with its boundaries (dashed line)](image-url)

The biomass chosen for this study is MF, with different case scenarios considered in preparing it for DCFC operation: MF that is pyrolysed without any pre-treatment (referred as Case 1), MF that is acid-washed with 0.5 M of hydrochloric acid before being pyrolysed (referred as Case 2), and MF that is acid-washed with 1.0 M of hydrochloric acid before being pyrolysed (referred as Case 3). The detailed processes for each case are compiled and shown in Fig. 2. In this study, the transportation of the raw material (MF) is not included as it is assumed that all processes are conducted at the palm oil mill, where the biomass is generated. All the processes are done in batches.
Figure 2. Processes for Fuel Production Stage: (a) Case 1, (b) Case 2, (c) Case 3

The data for the life cycle of DCFC system using MF as fuel is gathered by conducting lab-scale experiments. For data that is unable to be collected by means of experiments, literature studies with some adjustment and assumptions stated are used.
The details of the experiments is explained at the next section. For conventional power generation, the data for coal-fired power plant without CCS system (referred as CP) is taken from previous work done by other authors.

2.2 Inventory Analysis

The inventory analysis is done based on the boundary chosen which is shown in Fig. 1 and Fig. 2. The data collection for some processes, namely washing, drying, grinding, sieving, acid treatment and pyrolysis is conducted by doing lab-scale experiments. For DCFC operation stage, the data collection is done by applying assumptions and calculations with given fuel analysis results. Other data that is unable to be obtained during experiments is collected from works done by other authors. The details for each processes is shown at sub-sections below.

2.2.1 Fuel Production: Washing, Drying, Grinding and Sieving

The MF that is gathered from the upstream processes is first undergoes washing to clean the impurities that is present in MF. Once cleaned, the MF is dried for 24 hours at the temperature of 105°C to fully remove the moisture present in the fibre. The oven used for the drying process is PROTECH® Model FAC-350, which has heater power of 2 kW and able to fit up to 1 kg of MF per batch.

After it is dried, the fibre is grinded to smaller particles and sieved to the size of 0.5-2 mm. The grinder used for the process is JKI® Model JK-SG-160 that has output of 3-6 kg/h and motor power of 1.5 kW. The siever used is a sieve shaker W.S. Tyler® Model RX-812-1 with power of 0.506 kW. All the mass lost during each process, the resources used, and the time used to do each process are recorded for analysis.

2.2.2 Fuel Production: Acid Treatment and Pyrolysis

Three different scenarios (Case 1, 2 and 3) are applied for the acid treatment and pyrolysis process. The acid used for the treatment is hydrochloric acid (HCl), with concentration of 0.5 M and 1.0 M. The acid treatment is done by stirring 15 gr of sieved MF in 150 ml of 0.5 M or 1.0 M HCl solution for 6 hours. The stirrer used is DAIHAN-brand® Model SMHS-3, which has three plates to be used and total stirring power of 1.2 kW. After stirring is done, the acid-treated MF is neutralised using distilled water until it reaches the distilled water’s pH value.

The untreated MF, 0.5 M HCl treated MF, and 1.0 M HCl treated MF are then undergone pyrolysis process. The furnace used for pyrolysis is CARBOLITE Model HST 12/400 with maximum power consumption of 2 kW and holding power of 0.9 kW. The furnace can fit 3 crucibles, where each crucible can fit up to 20 gr of MF. The pyrolysis are conducted with the following parameters: operating temperature of 600°C with heating rate of 10°C/min, holding time of 1 hour, and nitrogen gas flowed through the furnace with flow rate of 1 L/min. The mass lost during the acid treatment, and the mass before and after the pyrolysis are recorded.

The pyrolysis process produces not only biochar which is the desired product in this system, but also bio-oil and gas. However, the current setup does not allow the data recording of bio-oil and gas to be done due to unavailability of the instruments needed,
therefore the data for the said by-products are to be taken from literatures available. Carbon, hydrogen, nitrogen and sulphur (CHNS) analysis is also conducted on raw MF, untreated MF, and acid treated MF (0.5 M and 1.0 M HCl) to observe the effect of each processes conducted on the composition of the biomass.

The percentage of the bio-oil, biochar and gases produced from pyrolysis process taken from [16] are 43.87%, 29.80% and 26.33% respectively. The values is adjusted accordingly to the yield of biochar produced by experiments. The bio-oil produced in this study is considered as by-product and it is going to be used for other application (not considered in this study), and the gas is considered as emissions. For the gases, the composition values are taken from [17] for Case 1 to Case 3 with adjustments, assuming that all processes are the same. The composition of the gas is shown at Table 1.

<table>
<thead>
<tr>
<th>Components</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>43.85</td>
<td>39.60</td>
<td>48.24</td>
</tr>
<tr>
<td>CO₂</td>
<td>37.87</td>
<td>35.97</td>
<td>31.76</td>
</tr>
<tr>
<td>CH₄</td>
<td>13.29</td>
<td>21.45</td>
<td>15.29</td>
</tr>
<tr>
<td>C₂</td>
<td>0.33</td>
<td>0.99</td>
<td>0.78</td>
</tr>
<tr>
<td>H₂</td>
<td>4.65</td>
<td>1.98</td>
<td>3.92</td>
</tr>
</tbody>
</table>

2.2.3 DCFC Operation Stage

The biochar produced from pyrolysis process is put into DCFC equipment for the electricity production. The DCFC equipment consisted of a button cell supported on ceramic tube, and put in a furnace. The furnace used the same type used for pyrolysis. The anode chamber is connected to nitrogen gas supply to create inert atmosphere, and the cathode chamber is connected to air supply. A total of 0.1 gram of biochar is able to be put in the anode chamber for one time operation. The operating temperature is 800°C, which is the best operating condition for the given button cell. The heating rate is assumed to be 10°C/min for the furnace used.

As the DCFC equipment used is unable to give good results for unknown reasons, the electricity production is calculated by using the higher heating value (HHV) of the biochar and assuming that only carbon in the fuel is reacted during the electrochemical reaction. It is assumed that only carbon dioxide is emitted from DCFC operation, and the efficiency is assumed to be 80% [6]. The HHV for all biochars produced in this study is calculated by using Eq. (4) by GIVEN (1986) [18]:

\[
HHV = 78.3 \text{C} + 339.1 \text{H} - 33.0 \text{O} + 22.1 \text{S} + 152
\]

Where HHV is in kcal/kg, and C, H, O and S is the composition of biochar taken from ultimate analysis results in percentage value. Other phenomena that might happen inside the DCFC during its operation is neglected due to insufficient data available.
2.3 Impact Assessment and Interpretation

After all the data gathered is compiled and normalised with respect to functional unit, the impact assessment is done to know the environmental impacts of the system. The impact assessment analysis is conducted based on a book section about LCA by Azapagic [7], where the environmental impacts considered are non-renewable resource depletion, global warming, ozone depletion, acidification, eutrophication, photochemical oxidant formation, human toxicity, and aquatic toxicity. The classification factors for each component in inventory data for impact assessment calculations is given at Table 2. RD stands for Resource Depletion, GWP stands for Global Warming Potential, AP for Acidification Potential, EP for Eutrophication Potential, POCP for Photochemical Smog Potential, HT for Human Toxicity and AT for Aquatic Toxicity.

Table 2. Classification factors for Selected Inventory Data in this Study [7]

<table>
<thead>
<tr>
<th>Component</th>
<th>RD</th>
<th>GWP</th>
<th>ODP</th>
<th>AP</th>
<th>EP</th>
<th>POCP</th>
<th>HT</th>
<th>AT</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.012</td>
</tr>
<tr>
<td>CO₂</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH₄</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.007</td>
</tr>
<tr>
<td>HCl</td>
<td></td>
<td></td>
<td>0.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NH₃</td>
<td>1.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0029</td>
<td>3.45E+08</td>
</tr>
<tr>
<td>Hg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>Other VOCs</td>
<td>11</td>
<td>0.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.007</td>
</tr>
<tr>
<td>NOₓ</td>
<td></td>
<td></td>
<td></td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO₂</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>Coal</td>
<td>8.72E+07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The calculations are done at the given order: first, the environmental impact categories is calculated by using Eq. (5):

\[ E_k = \sum_{j=1}^{j} e_{c_k,j} B_j \]  \hspace{1cm} (5)

Where \( E_k \) is a category of environmental impact, and \( e_{c_k,j} \) is the relative contribution of burden \( B_j \) to impact \( E_k \). The calculated environmental impact categories are then used to calculate environmental impact function which is given at Eq. (6):

\[ EI = \sum_{k=1}^{k} w_k E_k \]  \hspace{1cm} (6)

Where \( EI \) is the environmental impact function, and \( w_k \) is the relative importance of impact \( E_k \).

In the interpretation phase, each results attained and analysed to know which processes gives high impact to the environment, the explanations for the given statements, and to see whether DCFC has lower EI value compared to conventional power generation or not.
3. Results and Discussion

3.1 DCFC Life Cycle Inventory Data and Impact Assessment

From the experiments conducted, the mass loss data for Fuel Preparation stage is known. The data is tabulated at Table 3. From the results, it is seen that out of 1 kg of raw MF, the amount of biochar produced is around 40 to 50 g or 4-5% of the initial mass. Out of all processes in Fuel Preparation stage, pyrolysis process shows the largest value of mass loss which is more than 70%. For pyrolysis process, the biochar yield for Case 1, 2 and 3 are 26.45%, 28.62% and 28.44% respectively. This shows that pyrolysis on acid-treated MF gives higher biochar yield compared to the untreated MF, and the lower concentration of acid used for the treatment gives only slightly better result than the higher concentration.

Table 3. Mass Lost Data for Fuel Preparation Stage

<table>
<thead>
<tr>
<th>Process</th>
<th>Mass in (g)</th>
<th>Mass out (g)</th>
<th>% Mass Lost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washing + Drying</td>
<td>1000.00</td>
<td>518.83</td>
<td>48.12</td>
</tr>
<tr>
<td>Grinding + Sieving</td>
<td>518.83</td>
<td>187.44</td>
<td>63.87</td>
</tr>
<tr>
<td>Pyrolysis (Case 1)</td>
<td>187.44</td>
<td>49.57</td>
<td>73.55</td>
</tr>
<tr>
<td>Acid Treatment (0.5 M HCl) + Drying</td>
<td>187.44</td>
<td>148.45</td>
<td>20.80</td>
</tr>
<tr>
<td>Pyrolysis (Case 2)</td>
<td>148.45</td>
<td>42.49</td>
<td>71.38</td>
</tr>
<tr>
<td>Acid Treatment (1.0 M HCl) + Drying</td>
<td>187.44</td>
<td>139.70</td>
<td>25.47</td>
</tr>
<tr>
<td>Pyrolysis (Case 3)</td>
<td>139.70</td>
<td>39.74</td>
<td>71.56</td>
</tr>
</tbody>
</table>

The CHNS analysis is conducted on the raw MF and biochars produced and the results is shown at Table 4. From the CHNS analysis, the HHV for each biochar produced can be calculated by using Eq. (4) and the calculated values are compiled together at Table 4. CHNS analysis result shows the increase of carbon content in the biochar after pyrolysis process up to 31% compared to the raw MF. Comparing three biochars produced, the untreated biochar (Case 1) has slightly lower carbon content compared to acid-treated biochar (Case 2 and 3) and also lower hydrogen and nitrogen content. The calculated HHV value shows that the HHV of MF increase after pyrolysis process and acid-treated biochar has higher HHV than untreated biochar.

Table 4. CHNS Analysis and Calculated HHV Results for Fuels Studied

<table>
<thead>
<tr>
<th>Components</th>
<th>Raw MF</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (%)</td>
<td>47.348</td>
<td>77.403</td>
<td>78.994</td>
<td>78.824</td>
</tr>
<tr>
<td>H (%)</td>
<td>6.560</td>
<td>1.970</td>
<td>2.034</td>
<td>2.049</td>
</tr>
<tr>
<td>N (%)</td>
<td>4.503</td>
<td>2.959</td>
<td>5.140</td>
<td>2.966</td>
</tr>
<tr>
<td>S (%)</td>
<td>0.322</td>
<td>0.236</td>
<td>0.213</td>
<td>0.162</td>
</tr>
<tr>
<td>O (%) (by difference)</td>
<td>41.267</td>
<td>17.432</td>
<td>13.619</td>
<td>15.999</td>
</tr>
<tr>
<td>HHV (kcal/kg)</td>
<td>4729.15</td>
<td>6310.64</td>
<td>6582.24</td>
<td>6494.35</td>
</tr>
</tbody>
</table>

The pyrolysis process produces not only biochar, but also bio-oil and bio-gas as by-products. Based on product’s distribution results from [16], the yield of bio-oil for all cases is assumed, and the yield of bio-gas is calculated from the stated values. The
bio-gas yield value is then used to calculate the mass of each component in the gas using the values listed in Table 1. The results for gas emissions during pyrolysis process will be shown at the normalised data section. The product distribution from pyrolysis process (in percentage) is tabulated at Table 5 below.

Table 5. Product Distribution from Pyrolysis Process

<table>
<thead>
<tr>
<th>Yield (%)</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biochar</td>
<td>26.45</td>
<td>28.62</td>
<td>28.44</td>
</tr>
<tr>
<td>Bio-oil (assumed)</td>
<td>45.55</td>
<td>44.46</td>
<td>44.55</td>
</tr>
<tr>
<td>Bio-gas</td>
<td>28.00</td>
<td>26.92</td>
<td>27.01</td>
</tr>
</tbody>
</table>

In DCFC Operation stage, it is assumed that only the carbon content present in the fuel burned in DCFC is converted to electricity with 80% efficiency, and only CO₂ gas is produced from the process. The amount of CO₂ gas produced during DCFC operation is calculated based on Eq. (1), and the amount of electricity produced is based on the mass of fuel reacted in DCFC and the fuel’s HHV. The data for DCFC operation stage is tabulated at Table 6. From the Table, it is seen that Case 1 has the highest amount of electricity and CO₂ gas produced, followed with Case 2 and Case 3. This is mainly because the mass of fuel processed for Case 1 is higher compared with other cases.

Table 6. Data for DCFC Operation Stage

<table>
<thead>
<tr>
<th>Parameter (Unit)</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass of fuel to be processed in DCFC (g)</td>
<td>49.57</td>
<td>42.49</td>
<td>39.74</td>
</tr>
<tr>
<td>Carbon content in fuel (%)</td>
<td>77.403</td>
<td>78.994</td>
<td>78.824</td>
</tr>
<tr>
<td>Mass of fuel reacted in DCFC (g)</td>
<td>38.37</td>
<td>33.57</td>
<td>31.32</td>
</tr>
<tr>
<td>Amount of CO₂ produced (g)</td>
<td>140.69</td>
<td>123.07</td>
<td>114.85</td>
</tr>
<tr>
<td>Mass of unreacted fuel (g)</td>
<td>11.20</td>
<td>8.93</td>
<td>8.41</td>
</tr>
<tr>
<td>Electricity produced (kWh) (80% efficiency)</td>
<td>0.2252</td>
<td>0.2055</td>
<td>0.1892</td>
</tr>
</tbody>
</table>

The data shown at Table 3, 5, and 6 is based on 1 kg of raw MF. And it is seen that for Case 1, 1 kg of raw MF produces 0.2252 kWh of electricity, Case 2 is 0.2055 kWh, and Case 3 is 0.1892 kWh. These results are then normalised to 1 kWh of electricity produced, which is the FU for this LCA study. The normalised mass loss data for each Case are shown at Table 7 to 9. To produce 1 kWh of electricity, 4.4 kg of raw MF is needed for Case 1, 4.9 kg for Case 2 and 5.3 kg for Case 3. More amount of raw MF is needed for Case 2 and Case 3 as the mass loss for each process is higher compared to Case 1, and additional mass loss in acid treatment process also contributes to the higher mass loss.

Table 7. Mass Lost Data for Each Process with Respect to FU (Case 1)

<table>
<thead>
<tr>
<th>Process</th>
<th>Mass in (g)</th>
<th>Mass out (g)</th>
<th>% Mass Lost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washing + Drying</td>
<td>4439.95</td>
<td>2303.57</td>
<td>48.12</td>
</tr>
<tr>
<td>Grinding + Sieving</td>
<td>2303.57</td>
<td>832.22</td>
<td>63.87</td>
</tr>
<tr>
<td>Pyrolysis</td>
<td>832.22</td>
<td>220.09</td>
<td>73.55</td>
</tr>
<tr>
<td>DCFC Operation</td>
<td>220.09</td>
<td>49.73</td>
<td>77.40</td>
</tr>
</tbody>
</table>
Table 8. Mass Lost Data for Each Process with Respect to FU (Case 2)

<table>
<thead>
<tr>
<th>Process</th>
<th>Mass in (g)</th>
<th>Mass out (g)</th>
<th>% Mass Lost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washing + Drying</td>
<td>4866.00</td>
<td>2524.62</td>
<td>48.12</td>
</tr>
<tr>
<td>Grinding + Sieving</td>
<td>2524.62</td>
<td>912.08</td>
<td>63.87</td>
</tr>
<tr>
<td>Acid Treatment (0.5 M HCl) + Drying</td>
<td>912.08</td>
<td>722.37</td>
<td>20.80</td>
</tr>
<tr>
<td>Pyrolysis</td>
<td>722.37</td>
<td>206.76</td>
<td>71.38</td>
</tr>
<tr>
<td>DCFC Operation</td>
<td>206.76</td>
<td>43.43</td>
<td>78.99</td>
</tr>
</tbody>
</table>

Table 9. Mass Lost Data for Each Process with Respect to FU (Case 3)

<table>
<thead>
<tr>
<th>Process</th>
<th>Mass in (g)</th>
<th>Mass out (g)</th>
<th>% Mass Lost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washing + Drying</td>
<td>5284.98</td>
<td>2742.00</td>
<td>48.12</td>
</tr>
<tr>
<td>Grinding + Sieving</td>
<td>2742.00</td>
<td>990.61</td>
<td>63.87</td>
</tr>
<tr>
<td>Acid Treatment (1.0 M HCl) + Drying</td>
<td>990.61</td>
<td>738.34</td>
<td>25.47</td>
</tr>
<tr>
<td>Pyrolysis</td>
<td>738.34</td>
<td>210.01</td>
<td>71.56</td>
</tr>
<tr>
<td>DCFC Operation</td>
<td>210.01</td>
<td>44.47</td>
<td>78.82</td>
</tr>
</tbody>
</table>

Based on the normalised mass loss data and data from Table 1, 5 and 6, the amount of HCl used, emissions from pyrolysis process and DCFC operation stage can be calculated. The acid used and emission data for DCFC system for 1 kWh of electricity generated is compiled at Table 10. From the table, it is seen that the amount of HCl used for Case 3 is more than Case 2 as the molarity or the concentration for Case 3 is twice of Case 2. The CO₂ and CO emissions for Case 1 are the highest, while for CH₄ the highest emission comes from Case 2.

Table 10. Acid Used and Emission Data from DCFC System with Respect to FU

<table>
<thead>
<tr>
<th>Components</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass treated (g)</td>
<td>-</td>
<td>912.08</td>
<td>990.61</td>
</tr>
<tr>
<td>Mass of HCl used (g)</td>
<td>-</td>
<td>166.45</td>
<td>361.57</td>
</tr>
</tbody>
</table>

From Pyrolysis

| Mass before pyrolysis (g)   | 832.22 | 722.37 | 738.34 |
| Bio-gas produced (g)        | 233.05 | 194.44 | 199.40 |
| CO gas produced (g)         | 102.20 | 77.01  | 96.18  |
| CO₂ gas produced (g)        | 88.27  | 69.95  | 63.34  |
| CH₄ gas produced (g)        | 30.97  | 41.71  | 30.50  |
| C₂ gas produced (g)         | 0.77   | 0.65   | 0.65   |
| H₂ gas produced (g)         | 10.84  | 9.04   | 9.27   |

From DCFC Operation

| Mass reacted in DCFC (g)    | 170.36 | 163.33 | 165.54 |
| CO₂ gas produced (g)       | 624.64 | 598.87 | 606.97 |

From the data above, the inventory data for DCFC system is then compiled to be used for Impact Assessment. The important resources and emissions to be considered for Impact Assessment are the amount of HCl used and the amount of CO, CO₂ and
CH$_4$ gas emitted, as these components contribute some impacts to the environment. The compiled inventory data is shown at Table 11. These values are the environmental burden as the values are based on the FU of the LCA study [7].

Table 11. Inventory Data for Impact Assessment of DCFC System with Respect to FU

<table>
<thead>
<tr>
<th>Burdens</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emission to Atmosphere</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO (g)</td>
<td>102.20</td>
<td>77.01</td>
<td>96.18</td>
</tr>
<tr>
<td>CO$_2$ (g)</td>
<td>712.91</td>
<td>668.82</td>
<td>670.31</td>
</tr>
<tr>
<td>CH$_4$ (g)</td>
<td>30.97</td>
<td>41.71</td>
<td>30.50</td>
</tr>
<tr>
<td>Resources Used (which contributes to environmental impact)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCl (g) (disposed in waste water)</td>
<td>-</td>
<td>166.45</td>
<td>361.57</td>
</tr>
</tbody>
</table>

The impact assessment calculations started by calculating the environmental impact of each category by using Eq. (5) explained in Methodology section. The classification factors for each burden in DCFC system which is needed for the calculation are given at Table 2. Out of 8 environmental impact categories considered in this study, only 4 is related to DCFC system, which are global warming, ozone depletion, photochemical smog, and HT. The calculated environmental impact value for each category is then used to calculate the environmental impact function EI by using Eq. (6). In this study, all environmental impact categories are assumed equally important to each other, therefore the EI value is calculated by the summation of all environmental impact category values. The values for each case are tabulated at Table 12.

From the results, it is concluded that the Case 1 has the lowest environmental impact, with EI value of 1364.73. This is mainly caused by the emission of methane for Case 1 is lower compared to Case 2, and there is no acid used for Case 1 compared to other cases. Comparing each category, the GWP value for Case 3 is the lowest among all three cases, as Case 3 emits the least CH$_4$ gas. However, the high amount of acid used for Case causes the ODP value to increase, causing the EI value to increase. As Case 1 has the lowest EI value, Case 1 is going to be used for comparison with conventional power generation at the next sub-section.

Table 12. Compiled Environmental Impact Category and EI Values for DCFC System

<table>
<thead>
<tr>
<th>Environmental Impact Category</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>GWP 100 years (CO$_2$ equivalent)</td>
<td>1363.29</td>
<td>1544.77</td>
<td>1310.73</td>
</tr>
<tr>
<td>ODP (CFC-11 equivalent)</td>
<td>0</td>
<td>146.48</td>
<td>318.18</td>
</tr>
<tr>
<td>AP (SO$_2$ equivalent)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>EP (PO$_4^{3-}$ equivalent)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>POCP (ethylene equivalent)</td>
<td>0.22</td>
<td>0.29</td>
<td>0.21</td>
</tr>
<tr>
<td>HT</td>
<td>1.23</td>
<td>0.92</td>
<td>1.15</td>
</tr>
<tr>
<td>AT</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>EI</td>
<td>1364.73</td>
<td>1692.47</td>
<td>1630.28</td>
</tr>
</tbody>
</table>
3.2 Comparison with Conventional Power Generation

For the conventional power generation, the LCA data by [18] for normal coal-fired power plant (CP) is used. The inventory data with respect to FU in this LCA study is given at Table 13 below. From the inventory data, to produce 1 kWh of electricity, only 0.4 kg of coal is needed, which is much less compared to the amount of raw MF needed to produce 1 kWh of electricity in DCFC (4.4 kg for Case 1).

Table 13. Inventory Data for Impact Assessment of CP Plant with Respect to FU

<table>
<thead>
<tr>
<th>Burdens</th>
<th>CP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emission to Atmosphere</td>
<td></td>
</tr>
<tr>
<td>CO (g)</td>
<td>4.86 x 10^{-2}</td>
</tr>
<tr>
<td>CO₂ (g)</td>
<td>1020.51</td>
</tr>
<tr>
<td>CH₄ (g)</td>
<td>2.81</td>
</tr>
<tr>
<td>NH₃ (g)</td>
<td>4.93 x 10^{-4}</td>
</tr>
<tr>
<td>Pb (g)</td>
<td>5.29 x 10^{-5}</td>
</tr>
<tr>
<td>Hg (g)</td>
<td>5.36 x 10^{-6}</td>
</tr>
<tr>
<td>Other VOCs (g)</td>
<td>4.02 x 10^{-3}</td>
</tr>
<tr>
<td>NOx (g)</td>
<td>0.37</td>
</tr>
<tr>
<td>SO₂ (g)</td>
<td>0.46</td>
</tr>
<tr>
<td>Resources Used (which contributes to environmental impact)</td>
<td></td>
</tr>
<tr>
<td>Coal (g)</td>
<td>361.57</td>
</tr>
</tbody>
</table>

Based on the inventory data, the impact assessment is conducted using the same method as DCFC system. The calculated environmental impact for each category and its EI value are compared with DCFC system’s results in Table 14. From the calculation it is concluded that DCFC system has lower environmental impact compared to conventional power generation as it has lower EI value. SCPC plant has higher EI value than DCFC system (EI for SCPC = 3.17E+10, EI for DCFC = 1364.73) because the values for RD, HT and AT for SCPC plant are much larger than DCFC system. The GWP for DCFC system, however, is higher than SCPC plant, which is caused by the amount of CH₄ gas emitted (30.97 g/kWh for DCFC system and 2.81 g/kWh for SCPC plant) and the fact that CH₄ gas is 21 times more impactful than CO₂ gas [7]. The POCP for DCFC system is also higher than SCPC plant since the amount of CH₄ gas emitted for DCFC system is higher than SCPC plant.

Table 14. Compiled Environmental Impact Category and EI Values for DCFC System (Case 1) and CP Plant

<table>
<thead>
<tr>
<th>Environmental Impact Category</th>
<th>DCFC (Case 1)</th>
<th>CP</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD</td>
<td>0</td>
<td>3.17E+10</td>
</tr>
<tr>
<td>GWP 100 years (CO₂ equivalent)</td>
<td>1363.29</td>
<td>1079.56</td>
</tr>
<tr>
<td>ODP (CFC-11 equivalent)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AP (SO₂ equivalent)</td>
<td>0</td>
<td>0.72</td>
</tr>
<tr>
<td>EP (PO₄³⁻ equivalent)</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>POCP (ethylene equivalent)</td>
<td>0.22</td>
<td>0.02</td>
</tr>
<tr>
<td>HT</td>
<td>1.23</td>
<td>435.88</td>
</tr>
<tr>
<td>AT</td>
<td>0</td>
<td>18250.50</td>
</tr>
<tr>
<td>EI</td>
<td>1364.73</td>
<td>31652747766.73</td>
</tr>
</tbody>
</table>
4. Conclusions

From the LCA study, it is seen that DCFC system has lower environmental impact compared to conventional power generation (coal-fired power plant). In the DCFC system itself, using pyrolysed MF as fuel for power generation gives lower impact compared to doing acid treatments. However, in this study, there are many values that are assumed and/or calculated using literature review, and thus lower the accuracy of the analysis itself. Therefore, for future study, it is recommended to first fully study on each processes involved in DCFC system, including its manufacturing and disposal, to provide a better insights on how DCFC is better than conventional power generation.
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Abstract

Antioxidants are bioactive components used to relieve the detrimental effects of oxidative stress caused by the presence of free radicals. These valuable compounds are naturally available in medicinal plants. The present study aims to investigate the influence of two independent variables, namely temperature (°C) and time (hours) on the extraction yield of phenolic compounds, flavonoids and antioxidant activity from garlic, oregano, and parsley. The optimized conditions for the extraction of bioactive components from medicinal plants were determined using two-factor central composite design (CCD) combined with response surface methodology (RSM). The order of experiments was completely randomized using central composite design with five (5) centre points. All experimental data was analyzed using “Design Expert” software (Design-Expert 7.0.0 Trial, State-Ease Inc., Minneapolis MN, USA). A second-order polynomial model proposed for predicting the responses. Major factors affecting the yield of bioactive components from the extracts of garlic, oregano, and parsley were determined using one-way analysis of variance (ANOVA). Results were analyzed using a significant level of 95%. The antioxidant activity decreases from: oregano > parsley > garlic. ANOVA analysis indicated that all experimental data were in close agreement with that of the predicted data hence indicating the reliability of the experimental data and the suitability of the proposed quadratic model. The optimum conditions proposed by ANOVA were 47.1°C, 6 hours for extraction using maceration method.
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1 Introduction

For centuries, medicinal plants have been proven to exhibit potential medicinal properties which include anti-fungal, anti-inflammatory, antioxidant, anti-carcinogenic, anti-diabetic, and anti-depressant [1]. Contemporary, science has acknowledged the active actions of medicinal plants; hence prompting a significant increase in the study on medicinal plants as a remedy for various forms of diseases and disorders [2, 3]. The synthetic drugs lead to various forms of side effects and due to their high toxicity level, the demand is on the rise for traditional medication for primary health care [4]. The medicinal plants chosen for the present study, which included garlic, oregano, and parsley, belong to the families of Allium, Lamiaceae, and Apiaceae.

Garlic, oregano, and parsley, just like any other medicinal plants, are rich in antioxidant constituents such as phenolics and flavonoids [6, 7]. Antioxidants are substances use to relief disorders related to oxidative stress caused by large amounts of free radicals. Free radicals are highly reactive substances which are produced naturally in the human body as a by-product of cellular processes or as a result of unhealthy lifestyle [7]. Antioxidants function to interact with free radicals hence terminating the chain reaction before severe damages occur on vital organs [5]. On a separate note, there are reports indicating an increasing demand for natural antioxidants in the food industry as an alternative to synthetic preservatives [2, 5, 9]. The effectiveness of antioxidative properties varies according to the chemical characteristics as well as its physical location of the plant [5].

Phenolic compounds are the most common phytochemical substances that are found in all parts of a plant, which includes bulb, leaves, flowers, and stems [9]. These substances can be divided into two main categories namely; phenols and flavonoids [9]. The main active constituents of garlic is allicin [10], oregano are carvacrol and thymol [11], and parsley are apiin and malonyl-apiin [12].

The present study therefore was conducted to optimize the process parameters (temperature and time) for the extraction of bioactive compounds from garlic, oregano, and parsley using maceration method with the aid of response surface methodology. The effects of these parameters on the total anti-oxidative properties were evaluated. In this study, ethanol was chosen as the extraction solvent because it is a strong polar solvent [13], it has low toxicity level [14] and is commonly used in conventional extraction [18, 19].

The extracts were analysed for their phenolic and flavonoid content using Folin-Ciocalteu assay and aluminium chloride colorimetric assay. The antioxidant activity was measured using 2,2-diphenyl-1-picrylhydrazyl (DPPH) scavenging assay. All in all, this paper demonstrates a different perspective on antioxidants in hopes to stimulate the interest of future researchers to indulge further into this field of study.

2 Methodology

2.1 Chemicals

Ethanol 95% (Denatured) (ChemSoln), Gallic acid (MERCK), Sodium carbonate anhydrous, analytical grade (Fisher Scientific), Sodium nitrite (R&M Chemicals),
Aluminium chloride (Systerm), Folin & Ciocateu’s Phenol Reagent, [AR Grade] (ChemSolln), Quercetin (Sigma-Aldrich), and 2,2-Diphenyl-1-Picrylhydrazyl (DPPH) (Riendemann Schidt), Sodium hydroxide, [AR Grade] (Riendemann Schidt).

2.2 Sample Preparation

For this study, fresh garlic, oregano and parsley leaves were purchased from Giant Hypermarket, Subang Jaya, Selangor. Prior to extraction, all medicinal plants were oven-dried (Memmert model UN75) at 50°C until constant weight (72 hours). The dried plant materials were then grind using a blender (PENTEC model TAC-383E), sieved and stored in a cool dry place till analyses.

2.3 Maceration

Dried plants weighing about 5 g was placed into a 250ml conical flask along with the ethanol solvent. The mouth of the flask was sealed with aluminum foil to prevent the evaporation of solvent. The flask were placed into an orbital incubator shaker (LM-400D) and left for the extraction process to take place according to the experimental design proposed by central composite design (CCD). The solid-to-solvent ratio of 1:30g/ml was selected and remained constant for all the experiments. This parameter was fixed based on the findings reported by Bancha et al. [14], which states that the relationship between the extractions yields of phenolic compound to solid-to-solvent ratios are inversely proportional. The maximum yield of phenolic compound reported was by using 1:30g/ml solid-to-solvent ratio. Extracts were filtered using Whatman No.1 filter paper. All analyses were performed on the same day of extraction.

2.4 Determination of Total Phenolic Content

Total phenolic content of each medicinal plant were determined by spectrometry using Folin-Ciocalteu reagent assay suggested by Kamtekar et al. [17] with some modifications. A calibration curve was developed at gallic acid concentrations of (10, 20, 40, 60, 80, 100 µg/ml). Gallic acid was used as a standard for the calibration curve. For the determination of phenolic content, 0.5ml of Folin Ciocalteu’s reagent was added into 5ml of distilled water, shaken, and left to rest for 5 minutes. Then 1.5ml of 20% (w/v) sodium carbonate was added into the prepared solution and the volume was made up to 10ml by adding distilled water. The mixture was left to incubate in a cool dry place for 2 hours. An intense blue colour solution was formed. Sample absorbance was measured at 750 nm against a blank using UV-visible spectrophotometer (Model Genesys 10S) instrument. All extracts were performed in triplicates. The concentration of total phenolic content was calculated using a calibration plot (y = 0.0141x −0.0094, R² = 0.9996) and expressed as gallic acid equivalent (GAE) by using the following equation:

\[
\text{Total Phenolic content (mg GAE/ g)} = \frac{P \times V \times D} {W \times (100 - M) \times 10}
\]  

(1)

Where:
P = Total phenolic content calculated from calibration curve (mg GAE/l)
V = Volume of extraction solvent (ml)
D = Dilution factor
W = Fresh weight of sample (g)
M = Moisture content of sample (%)
2.5 Determination of Total Flavonoid Content

Total flavonoid content was measured spectrometrically using aluminum chloride colorimetric assay proposed by Kamtekar et al. [17] with slight modifications. A calibration curve was developed at quercetin concentrations of (100, 200, 400, 600, 800, 1000 µg/ml). Quercetin was used as a standard for the calibration curve. For flavonoid determination, 0.3ml of 5% (w/v) of sodium nitrite solution was added into 4ml of distilled water. The solution was left to rest for 5 minutes. Then, 0.3ml of 10% (w/v) of aluminum chloride was added and the mixture was set to rest for a minute. 2ml of 1M sodium hydroxide solution was added into the mixture. An orange solution was form and the mixture is made to 10ml by adding distilled water. Sample absorbance was measured at 510 nm against a blank using UV-visible spectrophotometer (Model Genesys 10S) instrument. All extracts were performed in triplicates. The concentration of total flavonoid content was calculated from the calibration plot \( y = 0.0005x - 0.0139, R^2 = 0.995 \) and expressed as quercetin equivalent (QE) by using the following equation:

\[
\text{Total flavonoid content (mg QE/g)} = \frac{F \times V \times D}{W \times (100-M) \times 10}
\]

Where:
- \( F \) = Total flavonoid content calculated from calibration curve (mg QE/l)
- \( V \) = Volume of extraction solvent (ml)
- \( D \) = Dilution factor
- \( W \) = Fresh weight of sample (g)
- \( M \) = Moisture content of sample (%)

2.6 Determination of DPPH Radical Scavenging Activity

The antioxidant activity of each extract was measured using the method proposed by Himaja et al. [18] with slight modifications. (0.1mM) DPPH solution was prepared by dissolving 1.9mg of DPPH into 100ml of ethanol solution. The mixture was prepared in an amber bottle wrapped with aluminum foil to minimize light exposure. The DPPH solution was left to react for 30 minutes before used for analysis. Briefly, 1ml of extract was added into 3ml of crude extract and the sample was observed to change from purple to yellowish. The sample was prepared and left in a dark room for 30 minutes before the sample absorbance value at 517nm was measured against a blank using UV-visible spectrophotometer (Genesys 10S) instrument. The radical scavenging activity was measure using the following formula:

\[
\text{DPPH scavenging activity (\%)} = \frac{A_o - A_s}{A_o} \times 100
\]

Where \( A_o \) = Absorbance reading of the control and \( A_s \) = Absorbance reading of the sample.

3 Results and Discussion

3.1 Model Analysis
The effects of extraction parameters such as temperature (30°C – 50°C) and time (4 hours – 6 hours) on polyphenolic compounds (phenolics and flavonoids), as well as the antioxidant potential from garlic, oregano, and parsley were investigated using response surface methodology (RSM). All experimental runs were conducted according to the central composite design (CCD) as listed in Table 1. All results were statistically analyzed by analysis of variance (ANOVA). Results are as listed in Table 2. Statistical significance was based on the confidence level of 95%. Hence, (p<0.05) indicates that the model terms are significant on the response variable. ANOVA analysis suggested quadratic models to represent all experimental data. On the whole, the coefficients of determination are reliable, with $R^2$ values generally above 80%. Based on previous studies, $R^2$ value less than 80% indicates that the model does not very well explain the relationship between the experimental variables [19]. On contrary, an $R^2$ value above 80% indicates that the model closely fit the regression line. For clear demonstration of the effects of extraction parameters on the extract of antioxidant compounds and potential, response surface plot was generated for all responses.
Table 1: Experimental values for the extraction yield of bioactive compounds from garlic, oregano, and parsley

<table>
<thead>
<tr>
<th>Runs</th>
<th>Extraction Temperature, °C</th>
<th>Extraction Time, Hours</th>
<th>Garage</th>
<th>TPC (mg GAE/g)</th>
<th>TFC (mg QE/g)</th>
<th>Oregano</th>
<th>TPC (mg GAE/g)</th>
<th>TFC (mg QE/g)</th>
<th>Parsley</th>
<th>TPC (mg GAE/g)</th>
<th>TFC (mg QE/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>40</td>
<td>4</td>
<td>0.140 ± 0.001</td>
<td>0.612 ± 0.010</td>
<td>17.755 ± 0.009</td>
<td>25.222 ± 0.226</td>
<td>4.079 ± 0.009</td>
<td>13.426 ± 0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>47.1</td>
<td>4</td>
<td>0.245 ± 0.002</td>
<td>0.931 ± 0.026</td>
<td>19.615 ± 0.049</td>
<td>32.361 ± 0.237</td>
<td>6.270 ± 0.165</td>
<td>12.835 ± 0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>32.9</td>
<td>4</td>
<td>0.094 ± 0.001</td>
<td>0.925 ± 0.029</td>
<td>17.711 ± 0.024</td>
<td>27.223 ± 3.002</td>
<td>4.376 ± 0.006</td>
<td>10.923 ± 0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>30</td>
<td>5</td>
<td>0.161 ± 0.002</td>
<td>1.216 ± 0.019</td>
<td>10.770 ± 0.033</td>
<td>22.235 ± 0.237</td>
<td>3.311 ± 0.008</td>
<td>9.038 ± 0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>5</td>
<td>0.149 ± 0.001</td>
<td>2.784 ± 0.019</td>
<td>15.499 ± 0.018</td>
<td>23.967 ± 0.052</td>
<td>4.003 ± 0.005</td>
<td>11.823 ± 0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>5</td>
<td>0.154 ± 0.001</td>
<td>2.621 ± 0.017</td>
<td>15.018 ± 0.097</td>
<td>24.266 ± 0.288</td>
<td>4.219 ± 0.002</td>
<td>12.639 ± 0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>5</td>
<td>0.151 ± 0.003</td>
<td>1.278 ± 0.017</td>
<td>26.523 ± 3.448</td>
<td>45.804 ± 0.091</td>
<td>8.321 ± 0.005</td>
<td>11.795 ± 0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>40</td>
<td>5</td>
<td>0.143 ± 0.001</td>
<td>0.533 ± 0.010</td>
<td>15.230 ± 5.981</td>
<td>26.476 ± 0.315</td>
<td>4.994 ± 0.002</td>
<td>12.470 ± 0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>5</td>
<td>0.187 ± 0.001</td>
<td>0.959 ± 0.061</td>
<td>14.753 ± 0.009</td>
<td>31.883 ± 0.103</td>
<td>4.121 ± 0.005</td>
<td>15.142 ± 0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>40</td>
<td>5</td>
<td>0.145 ± 0.001</td>
<td>1.284 ± 0.042</td>
<td>15.224 ± 0.016</td>
<td>28.986 ± 0.274</td>
<td>4.325 ± 0.015</td>
<td>13.032 ± 0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>32.9</td>
<td>6</td>
<td>0.135 ± 0.001</td>
<td>0.948 ± 0.019</td>
<td>15.722 ± 0.024</td>
<td>26.476 ± 0.226</td>
<td>4.326 ± 0.073</td>
<td>10.219 ± 0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>47.1</td>
<td>6</td>
<td>0.243 ± 0.001</td>
<td>0.987 ± 0.048</td>
<td>27.057 ± 0.018</td>
<td>46.551 ± 0.288</td>
<td>8.501 ± 0.089</td>
<td>15.400 ± 0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>40</td>
<td>6</td>
<td>0.136 ± 0.001</td>
<td>1.121 ± 0.001</td>
<td>17.824 ± 0.057</td>
<td>21.368 ± 0.186</td>
<td>4.467 ± 0.003</td>
<td>13.257 ± 0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Summarized variance of analysis (ANOVA) for total phenolic content, total flavonoid content, and antioxidant activity with confidence level of 95%

### Total Phenolic Content

<table>
<thead>
<tr>
<th></th>
<th>Garlic</th>
<th>Oregano</th>
<th>Parsley</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$/ Adj $R^2$</td>
<td>0.9281/0.8768</td>
<td>0.9187/0.8606</td>
<td>0.9255/0.8724</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>COD</th>
<th>P value prob &gt; f</th>
<th>COD</th>
<th>P value prob &gt; f</th>
<th>COD</th>
<th>P value prob &gt; f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>0.14</td>
<td>0.0007</td>
<td>15.14</td>
<td>0.0011</td>
<td>4.33</td>
<td>0.0008</td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: Temp (°C)</td>
<td>0.045</td>
<td>&lt;0.0001</td>
<td>4.44</td>
<td>0.0002</td>
<td>1.64</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>B: Time (h)</td>
<td>8.36E-03</td>
<td>0.1559</td>
<td>0.69</td>
<td>0.2907</td>
<td>0.34</td>
<td>0.1449</td>
</tr>
<tr>
<td>AB</td>
<td>0.016</td>
<td>0.0708</td>
<td>2.36</td>
<td>0.0287</td>
<td>0.57</td>
<td>0.0938</td>
</tr>
<tr>
<td>$A^2$</td>
<td>0.017</td>
<td>0.0206</td>
<td>2.2</td>
<td>0.0117</td>
<td>0.95</td>
<td>0.0038</td>
</tr>
<tr>
<td>$B^2$</td>
<td>0.011</td>
<td>0.1041</td>
<td>1.77</td>
<td>0.0295</td>
<td>0.18</td>
<td>0.456</td>
</tr>
</tbody>
</table>

### Total Flavonoid Content

<table>
<thead>
<tr>
<th></th>
<th>Garlic</th>
<th>Oregano</th>
<th>Parsley</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$/ Adj $R^2$</td>
<td>0.8842/0.8015</td>
<td>0.8252/0.7004</td>
<td>0.7716/0.6085</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>COD</th>
<th>P value prob &gt; f</th>
<th>COD</th>
<th>P value prob &gt; f</th>
<th>COD</th>
<th>P value prob &gt; f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>0.98</td>
<td>0.0036</td>
<td>27.12</td>
<td>0.0139</td>
<td>13.02</td>
<td>0.033</td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: Temp (°C)</td>
<td>0.63</td>
<td>0.0006</td>
<td>7.32</td>
<td>0.0023</td>
<td>1.37</td>
<td>0.01</td>
</tr>
<tr>
<td>B: Time (h)</td>
<td>0.21</td>
<td>0.0945</td>
<td>1.00</td>
<td>0.5447</td>
<td>0.2</td>
<td>0.6224</td>
</tr>
<tr>
<td>AB</td>
<td>0.38</td>
<td>0.0413</td>
<td>3.73</td>
<td>0.1364</td>
<td>0.82</td>
<td>0.1853</td>
</tr>
<tr>
<td>$A^2$</td>
<td>0.35</td>
<td>0.0183</td>
<td>4.58</td>
<td>0.0298</td>
<td>-1.19</td>
<td>0.0259</td>
</tr>
<tr>
<td>$B^2$</td>
<td>0.073</td>
<td>0.5496</td>
<td>-0.79</td>
<td>0.6545</td>
<td>0.28</td>
<td>0.5326</td>
</tr>
</tbody>
</table>

### DPPH Scavenging Activity

<table>
<thead>
<tr>
<th></th>
<th>Garlic</th>
<th>Oregano</th>
<th>Parsley</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$/ Adj $R^2$</td>
<td>0.8687/0.775</td>
<td>0.8683/0.7742</td>
<td>0.8627/0.7646</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>COD</th>
<th>P value prob &gt; f</th>
<th>COD</th>
<th>P value prob &gt; f</th>
<th>COD</th>
<th>P value prob &gt; f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>5.74</td>
<td>0.0054</td>
<td>93.59</td>
<td>0.0055</td>
<td>19.27</td>
<td>0.0063</td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: Temp (°C)</td>
<td>1.38</td>
<td>0.0006</td>
<td>0.22</td>
<td>0.0119</td>
<td>4.23</td>
<td>0.001</td>
</tr>
<tr>
<td>B: Time (h)</td>
<td>0.32</td>
<td>0.2180</td>
<td>-8.03E-03</td>
<td>0.9035</td>
<td>1.93</td>
<td>0.0143</td>
</tr>
<tr>
<td>AB</td>
<td>0.42</td>
<td>0.2425</td>
<td>0.081</td>
<td>0.3989</td>
<td>0.69</td>
<td>0.5475</td>
</tr>
<tr>
<td>$A^2$</td>
<td>0.68</td>
<td>0.0299</td>
<td>0.03</td>
<td>0.6787</td>
<td>2.29</td>
<td>0.0286</td>
</tr>
<tr>
<td>$B^2$</td>
<td>0.26</td>
<td>0.3344</td>
<td>0.40</td>
<td>0.0007</td>
<td>0.044</td>
<td>0.9593</td>
</tr>
</tbody>
</table>

COD coefficient of determination
3.2 Model Fitting

Response surface methodology was applied to optimize the extraction of bioactive components from garlic, oregano, and parsley. The summarized ANOVA results from each medicinal plant are listed in Table 2. Using the experimental data, the coefficients of the quadratic equation were calculated. The predicted responses as a function of independent variables are expressed using the second-order polynomial equation. The general mathematical expression of the equation is expressed as follow:

\[ Y = \beta_0 + \sum_{i=1}^{2} \beta_i X_i + \sum_{i=1}^{2} \beta_{ii} X_i^2 + \sum_{i<j}^{2} \beta_{ij} X_i X_j \]  

Where Y is the response of extraction yield of bioactive components or antioxidant activity, \( \beta_0, \beta_i, \beta_{ii}, \beta_{ij} \) are constant coefficients of intercept, linear, quadratic, and interaction terms, respectively while \( X_i \) and \( X_j \) are the independent variable; temperature and time. The developed mathematical expressions for all experiments are listed in Table 3 with all insignificant terms being eliminated from equation.

Table 3: Model equations in terms of coded factors (Maceration extraction)

<table>
<thead>
<tr>
<th></th>
<th>Garlic</th>
<th></th>
<th>Oregano</th>
<th></th>
<th>Parsley</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPC</td>
<td>TFC</td>
<td>DPPH</td>
<td>TPC</td>
<td>TFC</td>
</tr>
<tr>
<td></td>
<td>0.16 + 0.045 ( X_i )</td>
<td>1.03 + 0.63 ( X_i ) + 0.38 ( X_i X_j ) + 0.34 ( X_i^2 )</td>
<td>5.92 + 1.38 ( X_i ) + 0.64 ( X_i^2 )</td>
<td>15.14 + 4.44 ( X_i ) + 2.36 ( X_i X_j ) + 2.20 ( X_i^2 ) + 1.77 ( X_j^2 )</td>
<td>26.57 + 7.32 ( X_i ) + 4.68 ( X_j^2 )</td>
</tr>
<tr>
<td></td>
<td>TFC</td>
<td></td>
<td>DPPH</td>
<td>TPC</td>
<td>TFC</td>
</tr>
<tr>
<td></td>
<td>4.45 + 1.64 ( X_i ) + 0.92 ( X_i^2 )</td>
<td>13.21 + 1.37 ( X_j ) – 1.22 ( X_j^2 )</td>
<td>19.30 + 4.23 ( X_i ) + 1.93 ( X_2 ) + 2.28 ( X_i^2 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( X_i \) extraction temperature, \( X_j \) extraction time
3.3 Effect of Extraction Temperature and Time on Total Phenolic Content

The yield of phenolic extract as a function of extraction temperature and time were graphically represented in three dimensional surface plots as shown in Fig. 1. Results demonstrate that temperature has a greater impact on the extraction yield of phenolic compounds compared to that of time. It is observed that, for a given time, the yield of phenolic content gradually increases with increasing temperature. This is because raising the extraction temperature leads to a decrease in solvent viscosity hence improving the efficiency of mass transfer of polyphenolic compounds and breaking the cellular constituents of the plant cells [21–24]. The results are also in agreement with Shi et al. [23] who reported that an increase in temperature aids in the phenolic interactions by softening the plant tissues. Although increasing the extraction temperature generally increases the response of extraction yields of phenolic content, elevated temperatures may result to the decomposition of thermal liable components hence influencing the quantification of bioactive compounds [24].

The results represented in color coded three dimensional plots with cool blue indicting low desirability towards the response and warm yellow indicates a higher desirability. The shape of the three dimensional graphs concaves upwards indicating that the yield of phenolic contents displays an increasing trend with increasing extraction temperature and time. The effect of extraction temperature and time can be seen to be most significant in parsley and it is represented by a sharper bend in the upward direction compared to that of oregano and garlic. The optimized conditions proposed for the highest extraction of phenolic compounds were given at 47.1°C, 6hours with the extraction yield of (0.243 ± 0.001 mg GAE/ g DW), (27.057 ± 0.018 mg GAE/ g DW), and (8.501 ± 0.089 mg GAE/ g DW) for garlic, oregano, and parsley respectively. The extraction of total phenolic content did not deviate much from the two suggested operating conditions. Results obtained through experimental conduct were slightly higher than the predicted values.
Figure 1. Effects of extraction temperature and time on total phenolic contents (TPC) of (a-b) garlic, (c-d) oregano, and (e-f) parsley.
3.4 Effect of Extraction Temperature and Time on Total Flavonoid Content

The effect of extraction temperature and time on the total flavonoid content (TFC) of the three different plant extracts, using maceration method is shown in Fig. 2. It can be observed that the amount of TFC obtained increases with increasing temperature at a given time. This can be due to the findings that suggest increasing extraction temperature decreases solvent viscosity subsequently improving the efficiency of mass transfer of polyphenolic compounds [21–24]. However, it is interesting to note that in Fig. 2(c) the curve concaves downwards indicating that the yield of flavonoid content decreases beyond the stated temperature and time. This could be due to the reason that the flavonoid content in parsley has reached an equilibrium state with the extracting solvent. Further extracting will only leave the phenolic compounds exposed to light and oxygen which enhances the degradation process of antioxidants [25].

The proposed optimized conditions for the highest extraction of flavonoid compounds were 47.1°C, 6 hours with the extraction yield of (0.987 ± 0.048 mg QE/g DW), (46.551 mg QE/g DW), and (15.4 ± 0.049 mg QE/g DW) for garlic, oregano, and parsley respectively. The extraction of total flavonoid content did not deviate much from the two suggested operating conditions. Results obtained through experimental conduct were slightly higher than the predicted values.

Figure 2. Effects of extraction temperature and time on total flavonoid contents (TFC) of (a) garlic, (b) oregano, and (c) parsley
3.5 Effect of Extraction Temperature and Time on DPPH Scavenging Activity

DPPH scavenging activity of different plant extracts using maceration method is shown in Fig. 3. The scavenging activity was spectrometrically measured using UV-visible spectrophotometer (Genesys 10S) instrument base on the absorbance value at wavelength 517 nm, which is indicated by the change in color of the solution from purple to yellow. The degree of decolourisation indicates the free radical scavenging activity [26]. Radical scavenging activity increases with increasing percentage of free radical scavenging inhibition. Present results depicts the scavenging activity for oregano is the highest followed by parsley and garlic. These variations can be attributed to the fact that different plant extracts have different chemical compositions [25]. There is no reported result comparing the three plants under a single experiment and at certain conditions. However, collecting data from various research data show agreement regarding the trend rather than specific numbers [12, 13, 32]. The present results demonstrate that the scavenging activity is significantly higher for the extraction of oregano compared to parsley and garlic which is the lowest. To understand this behavior, Fig. 3 shows the effect of scavenging activity as temperature changes with time. The curvature of the Temperature-Time curve along with temperature rate (dT/dt) is highest for oregano and lowest is garlic. The results explain how the T-t is approaching their optimized values.

![Figure 3](image)

Figure 3. Effects of extraction temperature and time on the scavenging activity of (a) garlic, (b) oregano, and (c) parsley
The proposed optimized conditions were 47.1°C, 6 hours with 8.78%, 94.3%, and 28.46% of DPPH scavenging activity for garlic, oregano, and parsley respectively. The DPPH scavenging activity did not deviate much from the two suggested operating conditions. Results obtained through experimental conduct were slightly higher than the predicted values.

4 Conclusion

Antioxidants are substances used in medical field to relief disorders caused by large amounts of free radicals which are highly reactive substances produced as a by-product naturally in the human body. In this study, an optimization process of the extraction of bioactive compounds was achieved with the aid of mathematical software for optimization assisted by ANOVA statistics. The high correlation obtained indicates that the second-order polynomial model was suitable for the optimization of temperature and time on the extraction of bioactive components from garlic, oregano, and parsley. From the graphical representations, temperature and time significantly influence the phenolic compounds, flavonoids and antioxidant activity from the extracts of the three plants. The best suggested operating conditions to obtain the highest yield of bioactive components are at 47.1°C for 6 hours using maceration. The model is said to be reliable based on the ANOVA analysis.
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Abstract
In the present study, hybrid SiO$_2$-graphene nanoparticles were synthesised by sol gel centrifugation under four different pH level ranging from 9 to 12. Stability, thermal conductivity and electrical conductivity of hybrid SiO$_2$-graphene and pristine graphene nanofluids were investigated for three concentrations (0.01, 0.04 and 0.08 wt %) within the temperature range from 20°C to 100°C. Field emission scanning electron microscopy image and X-ray spectroscopy show the successful coating of SiO$_2$ on graphene surface. The growth units and sizes of SiO$_2$ nanoparticles increase with increase in pH level. Presence of SiO$_2$ improve the dispersion behaviour of nanosuspensions as confirmed by visual observation and UV-Vis studies. Hybrid nanofluids at pH 11 are most stable due to its optimum amount and size of SiO$_2$ coated on graphene surface while at pH 12 show least stability due to precipitation. Thermal conductivity measured using KD-2 pro analyser further show that SiO$_2$ coated graphene boosts up the thermal conductivity with enhancement of 80% at pH 9. Electrical conductivity of hybrid SiO$_2$-graphene nanofluids shows a significant suppression of electrical conductivity enhancement in base fluid from 557% to 97% due to insulating behaviour of SiO$_2$.

Keywords: Hybrid SiO$_2$-graphene, Sol gel centrifugation, Thermal conductivity, Electrical conductivity, Stability, Surface morphology

1. Introduction
In the industry of power generation and distribution, transformer is one of the important components which helps to interconnect all stages of power systems by adjusting voltage of alternating current in the power network. Thermal management of transformer is very essential as high temperature in the system due to heat released and overloading to windings may degrade its life span and cause thermal destruction in transformer [1]. Transformer oil plays an important role to dissipate heat generated and electrically isolate the components in the transformer. Therefore, the thermal and
electrical properties of transformer oil are key aspects which directly affect the performance of transformer.

However, thermal conductivity of transformer oil is not high to efficiently dissipate the heat generated and leads to unexpected failure of transformer. In the last decades, numerous investigations were carried out on dispersion of nanoparticles which possess high thermal conductivity in a base fluid in order to enhance its thermal performance. Huminic et al. [2] evaluated the thermal conductivity of water with addition of FeC nanoparticles which showed a maximum enhancement of 24.1% with 1 wt% of nanoparticles. Pang et al. [3] also showed improvement of thermal conductivity up to 10.74% and 14.29% for addition of Al₂O₃ and SiO₂ in methanol. Similar trend was also showed by Azadeh and Fatemeh [4] with 10.95% enhancement for addition of silver decorated silica based nanofluid. Carbon based nanostructure materials such as carbon black, carbon nanotube and graphene receive high attention due to their excellent thermal properties. Especially graphene nanoparticles (GNP), it has excellent thermal conductivity which is up to 5000 W/mK, high resistance to structural damage at high temperature and high chemical stability. Many researchers have reported the improvement of thermal conductivity for various types of base fluids containing GNP such as water, ethylene glycol, and paraffin which strongly justify the capability of GNP to improve thermal performance of base fluids [5]–[7].

However, GNP is highly electrically conductive that contradicts with insulating properties of transformer oil. Therefore, researchers look into modifying the properties of GNP by coating with other nanoparticles, which is also named as hybrid nanoparticles. SiO₂ is considered as suitable nanoparticles for coating on graphene surface to improve its insulating properties due to the fact that this semiconductor nanoparticles can act as electron traps to reduce the mobility of electrons which thus increasing the electrical resistivity in the medium. H. Jin et al. [8] presented the enhancement of dielectric breakdown voltage up to 79% at 0.1 wt% of SiO₂ nanoparticles in mineral oil. Rafiq et al. [9] also studied the breakdown strength of SiO₂ /transformer oil nanofluid that showed 1.11 times higher than base oil.

Synthesis of SiO₂ nanoparticles on surface of graphene can be performed by sol-gel process, a process that consists of hydrolysis and polycondensation to convert tetraethyl orthosilicate (TEOS) into SiO₂ under acidic or base condition. pH during sol gel centrifugation is one of the important factors that affects the morphology of SiO₂ such as size and number of growth units. Not all researchers come to a good agreement regarding the effect of pH on size of nanoparticles synthesised. For instance, Alias et al. [10] presented largest size of ZnO nanoparticles (25.36nm) occurs at pH 9 and smallest size (18.27nm) occurs at pH 11. However, Ikono et al. [11] presented that increasing pH leads to increase in particle size of ZnO nanoparticles during sol gel process. Rac et al. [12] also studied that when pH increases, the chains of polymer will attach on each SnO₂ nanoparticles and form clusters which thus increasing particle size. This conclusion was also presented by Jayalakshimil et al. [13] who showed that particle size of gold nanoparticles decreases from 151.8nm to 10.2 nm when pH of solution is reduced. The contradiction of current literature indicates that this area of topic is worth investigating which arises as one of the objectives of present paper.

Studies on properties of transformer oil based nanofluids are limited and still yet to be studied intensively, especially electrical properties that is strongly related to
the performance of transformer. Thus, it opens a good opportunity to investigate the properties of transformer oil with addition of nanoparticles as well.

Therefore, due to excellent insulating properties of SiO$_2$ nanoparticles, little work performed on transformer oil based nanofluid and contradiction between current literature on effect of pH, this work aims to compare the hybrid SiO$_2$-graphene nanoparticles and pure graphene nanoparticles on enhancement of thermophysical and electrical properties of transformer oil respect to temperature and nanoparticle concentration. Study includes stability, thermal conductivity and electrical conductivity measurement and also to investigate the effect of pH on morphology of SiO$_2$ nanoparticles synthesised during sol gel process.

2. Experimental

2.1 Materials

The materials needed for synthesis of hybrid nanoparticles are graphene nanoparticles (size: 12nm, specific surface area: 80m$^2$/g, purity: 99.2%) was purchased from Graphene supermarket, USA., naphtha based transformer oil was obtained from Apar Industries, Mumbai India, Tetraethyl orthosilicate (TEOS) with purity of 98%, isopropyl alcohol (99.8% AR grade), ammonium hydroxide solution (25% AR grade) were purchased from Chemolab Supplies.

2.1 Synthesis of hybrid SiO$_2$-graphene nanoparticles

Synthesis method follow the methodology of Jin et al. [14]. Four sets of hybrid nanoparticles were synthesised with varying pH values. 0.15 g of graphene powders was dispersed in 600 ml of isopropyl alcohol with continuous sonication for about 30 min to ensure well dispersion. 100 ml of deionized water was added into graphene suspension, followed by dripping of ammonium hydroxide solution until reaching desired pH value (9, 10, 11 and 12). 5 ml of TEOS was then added with constant flow rate of 500µl/min with the aid of flow pump. The graphene suspension was stirred for 24h at room temperature to allow complete reaction for formation of SiO$_2$ on graphene surface. Centrifugation was then carried out in order to separate suspension, followed by washing with deionized water for more than three times to ensure complete removal of uncoated SiO$_2$ nanoparticles. Lastly, the precipitate was dried in oven at 70°C for 12h. Dry hybrid SiO$_2$-graphene nanoparticles was collected.

2.2 Synthesis of GTNF

Graphene based transformer oil nanofluid (GTNF) were prepared with two-step method by dispersing pure graphene and hybrid SiO$_2$-graphene nanoparticles with pH values of 9, 10, 11 and 12 in transformer oil for 3 different concentrations (0.01 wt%, 0.04wt% and 0.08 wt%). The total weight of each nanofluid was 20g. The suspensions were sonicated for 4h using an ultrasonic cleaner (Elasonic P, Elma Schmidbauer GmbH, Singen, Germany) at 37 kHz and room temperature.

2.3 Characterisation of nanoparticles
Field emission scanning electron microscopy (Ultra 55 FESEM, Zeiss, Chicago, USA) was employed to observe and compare the surface morphology of pure graphene and hybrid nanoparticles, whose accelerating voltage was 20V. EDX analysis was also carried out by using energy dispersive X-ray spectroscopy (EDX, Zeiss Supra 35VP) to determine the composition in the samples. Characterisation of particle sizes were analysed too using a particle size analyser (Zetasizer nano, Malvern Instruments Ltd, Malvern, UK).

2.4 Stability studies of GTNF

Stability of those nanofluids with respective concentrations were studied with visual studies and a UV-Vis spectrophotometer (UV-1800, Shimadzu Corporation, Kyoto, Japan) for a period of 2 weeks. For UV analysis, UV-Vis absorbance curve for each type of sample was firstly plotted under wavelength between 190 and 800nm to obtain the highest peak, $\lambda_{\text{max}}$, as calibration curves were obtained for each set of samples and concentration of the samples were calculated with sedimentation time using the calibration curves. Fig. 1 below shows the calibration curve of each sample. It can be observed that hybrid nanofluids at pH 9 and 12 were poorly fitted to the linear model as the $R^2$ developed is very low which will be explained in stability analysis.

![Figure 1. Calibration curve of (a) pure graphene and hybrid SiO$_2$-graphene synthesised at various pH values: (b) pH 9 (c) pH 10 (d) pH 11 (e) pH 12](image)
2.5 Thermophysical and electrical properties analysis

Thermal conductivity measurement subjected to temperature ranging from 20 to 100°C was carried out using a thermal property analyser (KD2 Pro, Decagon Devices Inc, Pullman, USA). The measurement was in accordance with standard ASTM D2717-95 with an accuracy of ± 5% of full scale.

Electrical conductivity measurement was carried out at room temperature using an electrical conductivity meter (PC 700, Eutech, Landsmeer, Netherlands) which followed standard ASTM D831. Enhancement of thermal and electrical conductivity was calculated using Eq.(1).

\[ \% \text{Enhancement} = \frac{X_{\text{nanofluid}} - X_{\text{transformer oil}}}{X_{\text{transformer oil}}} \times 100\% \]  

(1)

3. Result and discussion

3.1 Surface morphology and composition analysis

3.1.1 Field emission scanning electron microscopy

Surface morphologies of all samples were observed with FESEM as shown in Fig. 2. Fig. 2a displayed the surface of pure graphene which was very smooth and clean due to the organized structure of graphene. Graphene is a two-dimensional sheet of carbon atoms that are arranged perfectly in a honeycomb lattice. Some of the graphene were overlapped with uneven thickness. Fig.(2b-2e) showed the successful coating of SiO\textsubscript{2} nanoparticles on graphene surface. It could be observed that the spherical shape of SiO\textsubscript{2} nanoparticles were well decorated on the graphene sheet and the size of SiO\textsubscript{2} nanoparticles increased with increase in pH values. Under FESEM images, it was clear to discern that the sizes of coated SiO\textsubscript{2} nanoparticles at pH 12 (Fig. 2e) were largest compared with other nanoparticles in lower pH condition.

Chemical composition of all samples were studied using EDX which were shown in Fig. 3. Pure graphene was mainly composed of C and O. Minimal amount of oxygen was found in pure graphene (Fig.3a) due to adsorption of oxygen molecules on graphene surface which was inevitable [15]. EDX result showed that the growth units of SiO\textsubscript{2} were proportional with the increase in pH values. The higher the pH condition, the more the growth of silica on graphene surface.
Figure 2. FESEM images of (a) pure graphene and hybrid SiO$_2$-graphene synthesised at various pH values: (b) pH 9 (c) pH 10 (d) pH 11 (e) pH 12

3.1.2 X-ray spectroscopy analysis
Figure 3. EDX of (a) pure graphene and hybrid SiO$_2$-graphene synthesised at various pH values: (b) pH 9 (c) pH 10 (d) pH 11 (e) pH 12

This phenomenon was explained by the mechanism of SiO$_2$ growth during sol gel process. Sol gel process consists of (i) hydrolysis reaction which replaces the alkoxide group (-OR) with hydroxyl group (-OH) and releases ROH alcohol molecules and (ii) polycondensation reaction which having silanol groups (Si-OH) to produce siloxane group (Si-O-Si) with producing water and alcohol as by products. Eq. (2) represents hydrolysis process whereas Eq. (3) and Eq. (4) represent water condensation and alcohol condensation [16].

\[
\equiv\text{Si} - \equiv\text{O} - \text{R} + \text{H}_2\text{O} \rightarrow \equiv\text{Si} - \equiv\text{O} + \text{ROH} \quad (2)
\]

\[
\equiv\text{Si} - \equiv\text{O} + \rightarrow \equiv\text{Si} - \equiv\text{O} \leftrightarrow \equiv\text{Si} - \equiv\text{O} - \equiv\text{Si} \leftrightarrow \equiv\text{Si} - \equiv\text{O} - \equiv\text{Si} + \text{H}_2\text{O} \quad (3)
\]

\[
\equiv\text{Si} - \equiv\text{O} + \equiv\text{Si} - \equiv\text{R} \leftrightarrow \equiv\text{Si} - \equiv\text{O} - \equiv\text{Si} + \text{ROH} \quad (4)
\]

Where R=C$_2$H$_5$

Sol gel process can be sped up under acidic or alkali condition with the aid of catalyst. In alkali-catalysed reaction, condensation rate is dominant that favors the growth of SiO$_2$. Therefore, with the increasing of amount of ammonia solution to increase pH condition, the rate of producing SiO$_2$ nanoparticles increases continuously [16].
3.1.3 Comparison between particle sizes

Comparison between lateral dimensions of all samples was carried out as tabulated in Table 1. Coating of SiO$_2$ on graphene surface led to higher particle sizes compared to naked graphene. The lateral dimensions of hybrid nanoparticles were ranging from 1776 to 8426nm. This result was consistent with FESEM images which showed the largest particle size was obtained at pH 12 whereas the smallest size was obtained at pH 9. Increase in size of nanoparticles with pH values was mainly contributed by the higher concentration of ammonia solution. OH$^-$ from ammonia solution caused the silicon atoms to be negatively charged and promoted the reaction rate for formation of Si-O-Si chain. Si-O-Si chains cross-linked with each other continuously which eventually formed larger particles [17].

<table>
<thead>
<tr>
<th>Nanoparticles</th>
<th>Lateral dimension (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure graphene</td>
<td>1619</td>
</tr>
<tr>
<td>Hybrid SiO$_2$-graphene (pH 9)</td>
<td>1776</td>
</tr>
<tr>
<td>Hybrid SiO$_2$-graphene (pH 10)</td>
<td>2279</td>
</tr>
<tr>
<td>Hybrid SiO$_2$-graphene (pH 11)</td>
<td>2725</td>
</tr>
<tr>
<td>Hybrid SiO$_2$-graphene (pH 12)</td>
<td>8426</td>
</tr>
</tbody>
</table>

3.2 Stability analysis of nanofluids

Fig.4 showed the sediment images of samples right after sonication and after two weeks. Samples with less sediments and more suspended nanomaterials indicated nanofluids with better suspension stability. Sediments were easily noticed in pristine graphene nanofluid after two weeks which showed the pure graphene nanoparticles poorly dispersed in transformer oil. By comparing the other four hybrid nanofluids, it could be noticed that hybrid nanofluids synthesised at pH 9 and pH12 have poor stability too as most of the nanomaterials settled at the bottom whereas hybrid nanofluids at pH 10 and 11 were more stable.
Figure 4. Sediment images of samples after sonication (left) and after two weeks (right) with three different concentrations (0.01 wt%, 0.04 wt%, 0.08 wt%)
UV-Vis analysis was carried out as shown in Fig. 5 to verify the visual studies of samples. Each type of sample was measured under different wavelength as the absorption value of $\lambda_{max}$ was varied with type of samples (pristine graphene: 366nm, hybrid pH 9: 367nm, hybrid pH 10: 368nm, hybrid pH 11: 368nm, hybrid pH 12: 365nm). The result shown in Fig. 5 was consistent with sediment images which showed the decreasing suspension stability in pure graphene and nanofluids (pH 9 and 12) over the time. Especially hybrid nanofluids at pH 12, it was very unstable as the concentration of nanofluids fluctuated significantly over the time. Besides that, although sediments in hybrid nanofluids (pH 10) were not easily observed under naked eyes, UV result verified that the concentrations of this nanofluid also decreased marginally which indicated its poor stability. It was also observed that higher concentrations of nanofluids (0.08wt %) have steeper decreasing trend as it was well accepted that more nanoparticles in the fluid per unit volume have higher tendency to agglomerate and form sediments. Among all hybrid nanofluids, hybrid nanofluid at pH 11 had highest colloidal stability as its concentration was very consistent over the two weeks.

Figure 5. Changes of concentrations respect to time for all nanofluids
Pristine graphene dispersed poorly in most solvents as the interaction between graphene sheets was very strong as the nanoparticles tend to agglomerate and form clusters [18]. It was suggested that the SiO$_2$ coating has helped to improve the stability of graphene by increasing the repulsive electrostatic forces to keep the graphene nanoparticles from aggregating and increase the surface area between nanoparticles and transformer oil [19]. Hence, the dispersion of nanoparticles in transformer oil is enhanced. As justified in surface morphology and composition analysis, the size and growth units of SiO$_2$ nanoparticles on graphene surface increased with pH level. Therefore, the poor stability of hybrid nanofluids at pH 9 and 10 could be explained that the nanoparticle size and amount of coated silica nanoparticles were too little that failed to overcome the attractive Van der Waals forces and thus leading to agglomeration of nanoparticles. On the other hand, the particle sizes in hybrid nanofluids at pH 12 may be too large and precipitation took place in the nanofluid.

The unusual changes of concentrations for hybrid nanofluids at pH 9 and 12 could also be noticed which increased over the time. This error was due to their calibration curves that were poorly fitted to the linear model as shown in Fig. 1. The absorbance values of both nanofluids in calibration curve were very low indicated the nanofluids were very unstable even right after sonication. Furthermore, their absorbance values in calibration curves were very similar regardless of concentrations which caused the experimental data poorly fitted to linear model. This phenomenon could be explained by the formation of clusters in nanofluids that led to low absorption of light even at higher concentration of nanofluids. Hence, the concentrations calculated for these both nanofluids were differ from usual trend.

Due to significant instability in hybrid nanofluids at pH 12, it was justified that the nanofluid at pH 12 were not suitable to be further analysed for thermophysical and electrical properties as it may lead to inaccuracy of result.

### 3.3 Thermal conductivity analysis

#### 3.3.1 Effect of GNP and coated silica

GNP is popular with its high thermal conductivity which is up to 5000 W/mK. Therefore from Fig. 6, it could be seen that addition of graphene nanoparticles could always enhance the thermal conductivity of its base fluid. The enhancement in thermal conductivity also increased with GNP concentration. This may due to more particles per unit volume contact with each other and enhance heat transport efficiency. It could also be observed that enhancement in thermal conductivity is much greater when the GNP was coated with silica. The highest enhancement in thermal conductivity for hybrid SiO$_2$-graphene nanofluid could reach 80% (0.04wt%, pH 9, at 100°C) whereas highest enhancement in pure graphene nanofluid was only 29% (0.08wt%, at 100°C). By synthesizing both graphene and silica nanoparticles together, the thermal conductivity of nanofluids have been boosted up due to the contribution from thermal properties of silica. Besides that, improved stability of hybrid nanoparticles in base fluid could assist in enhancing thermal conductivity as SiO$_2$ coating helped to enhance dispersion of graphene nanoparticles and improve the contact between the hybrid nanoparticles in transformer oil [20].
3.3.2 Effect of temperature

Fig. 6 also showed that hybrid SiO$_2$-graphene and pure graphene nanofluids increase significantly with temperature. Increasing trend of thermal conductivity with temperature was mainly due to increased Brownian motion of nanoparticles with temperature which resulted better local mixing and collision between nanoparticles. However, the result was not conclusive that a noticeable decrease in enhancement of thermal conductivity could be observed at 80°C for hybrid nanofluids except pure graphene. This could be explained by the natural behaviour of the transformer oil where its thermal conductivity deteriorated with temperature surpassed the effect of Brownian motion at 80°C and caused a sudden drop in enhancement of thermal conductivity [21]. The further increase in thermal conductivity after 80°C may due to stronger effect of Brownian motion of nanoparticles that successfully overtook the nature of transformer oil. Another similarity among three types of hybrid nanofluids (pH 9 to 11) was the greatest drop in enhancement of thermal conductivity at 80°C occur in 0.08 wt% of nanofluid. This may be explained that higher concentration of nanofluid was prone to agglomeration and had poorer stability which were more susceptible to the natural behaviour of transformer oil.

3.3.3 Effect of pH level and particle sizes

Furthermore, it could be noticed that enhancement of thermal conductivity for hybrid nanofluids in pH 9 and 10 were very similar before 80°C whereas a slightly lower enhancement was observed for pH 11. Possible explanation of this trend was lower pH value indicated presence of smaller particle size in fluid resulted in greater
enhancement of thermal conductivity. According to Brownian theory, particles with smaller sizes were able to collide with each other faster due to higher kinetic energy and enhanced thermal transport efficiency between nanoparticles and fluids. Besides particle sizes, pH of nanofluids also influenced the surface charges of nanoparticles and directly affected the enhancement of thermal conductivity [22]. When the pH value of nanofluids approached its optimised value (a value that diverged from the isoelectric point which was pH 2.2 for silica), the surface charges of nanoparticles increased too. The increased surface charges resulted in increased electrostatic repulsion forces between particles and improved nanomixing which ultimately enhanced the heat transport of fluid. The surface charges were contributed by hydroxyl group from ammonia solution during synthesis of hybrid nanoparticles. However, there was a range for the optimised pH value as if the pH was getting larger, higher concentration of ammonia solution caused compression of the electrical double layer and thus leading to decrease in electrostatic repulsion forces and lower enhancement of thermal conductivity of fluid [23].

3.4 Electrical properties analysis

3.4.1 Effect of GNP and coated silica

Fig. 7 showed the enhancement of electrical conductivity respect to concentrations of nanofluids at room temperature. The highest enhancement of electrical conductivity in base fluid after adding pristine graphene could reach up to 557% which strongly justified the excellent electrical properties of graphene. It was an established fact that graphene has superior electrical conductivity due to its lamellar lattice that offers minimal resistance to electrons. Further increase in enhancement with graphene concentration could also be noticed in most of the samples as more conductive graphene nanoparticles carried electrons with high mobility in the fluid. It was clear to discern that hybrid nanofluids (pH 10 and 11) have successfully suppressed the enhancement of electrical conductivity. Especially hybrid SiO₂-graphene that were synthesised at pH 11, the enhancement of electrical conductivity could be suppressed until 97%. This trend was explained due to the insulating behaviour of silica which was a wide band gap insulator that hardly allowed the transfer of electrons to the conduction band. Moreover, studies have shown that conductivity in silica could only be found at very high temperature which was above 500 K [24]. Therefore, it ruled out the possibilities of conduction in coated silica in present work.
3.4.2 Effect of pH level and particle sizes

The variation in pH level was closely related to the growth units and sizes of coated silica on graphene surface as stated in characterisation analysis. As the amount of coated silica nanoparticles increased with pH level, the capability of insulating silica to oppose the enhancement of electrical conductivity was the highest at pH 11. Similarly, excellent suppression of electrical conductivity in hybrid nanofluids pH 11 was also due to its largest particle size among all other hybrid nanoparticles. When the particle sizes increased, the mobility of charged nanoparticles were limited too and slowed down the transfer of electrons in fluid [24].

3.4.3 Effect of agglomerates

However, an opposing trend could be observed for hybrid nanofluids at pH 9 which surprisingly have the greatest enhancement in electrical conductivity among all of the nanofluids, up to 651% at only 0.01wt% of concentration. It was suggested that the agglomeration of nanoparticles have strongly affected the electrical properties of hybrid nanofluid at pH 9. When large amount of clusters were formed, the clusters often attained a self-preserving size distribution (SPSD). This SPSD restrained the movement of particles into a small area and thus highly enhancing the collision of particles [25]. Therefore, transfer of electrons was improved too with higher collision frequency among nanoparticles. However, electrical conductivity decreased significantly until only 280% with increase in concentration of graphene. This phenomenon could be explained that there was a limiting value for the SPSD effect and further increase in agglomerates could strongly hinder the movement of those charged nanoparticles.

4. Conclusions

In this study, sol gel centrifugation was used to decorate SiO$_2$ nanoparticles on graphene surface. Coating of SiO$_2$ nanoparticles on graphene surface successfully inhibit the electrical conductivity of graphene in base fluid due to its insulating
behaviour while maintaining excellent thermal properties of graphene. Increasing pH level during sol gel centrifugation increase the growth of silica which result to larger particle sizes. Hybrid nanofluid at pH 11 is most stable as the optimum amount of silica and sizes are able to improve the dispersion of nanoparticles in transformer oil.

Thermal conductivity of nanofluids increase with temperature and graphene concentration. However, fluctuation of thermal conductivity enhancement happens at 80°C due to the influence of natural behaviour of transformer oil which deteriorates with increase in temperature. There is an optimum range of pH level for highest thermal conductivity enhancement as if the pH level is too high, the electrostatic repulsion force will be compressed and reduce the heat transport efficiency between nanoparticles. Coated silica successfully suppresses the electrical conductivity enhancement of graphene and increasing pH level improves the hindrance of electrical conductivity. However, agglomerates may also help to enhance electrical conductivity which happens in hybrid nanofluids pH 9 until it reaching a limiting value. It can be inferred that silica nanoparticles could be a useful material in for insulation and heat transfer applications. A future plan in this study is to improve the stability of hybrid SiO₂-graphene nanofluid and investigate other parameters that affect the growth of coated silica during sol gel centrifugation.

References

Technology, 6, 10-14.


Performance of Mesocarp Fibre as a Fuel Source in Direct Carbon Fuel Cell

She-Reen Tan¹, Doshi Veena¹*

¹School of Engineering, Taylor’s University, Malaysia

¹VeenaADoshi.ArunKumarDoshi@taylors.edu.my

Abstract
The rising demand of electricity resulted from increase of human population drives more research and development on alternative fuel source and methods of producing energy to ensure a continuous supply of electricity for many generations to come in near future. A direct carbon fuel cell (DCFC) is believed to be one of the alternative technology to the current conventional coal-fired power plants due to a higher conversion efficiency in power generation by using biomass as fuel source. This research studies the performance of a direct carbon fuel cell (DCFC) with yttria-stabilized zirconia (YSZ) as electrolyte operated with biochar derived from mesocarp fibre (palm oil biomass) at temperature ranging from 600°C to 900°C. During the fuel cell test, the untreated and dimineraslised mesosocarp fibre shows similar trend in increasing open circuit voltage when the operating temperature of DCFC increases from 600°C to 750°C. As the temperature continue to rise 900°C, the voltage decreases, indicating that the best performance of DCFC is at the optimum temperature between 750°C to 800°C. Based on the findings of this research, untreated biochar has a better potential as a carbon fuel for the DCFC compared to acid treated biochar, producing a maximum open circuit voltage of 0.88V at 750°C. Acid treatment on the mesocarp fibre was believed to enhance the thermal stability of the biochar, observed through the decomposition temperature of raw, untreated and acid treated mesocarp fibre. Pyrolysis and acid treatment has also proven to increase the carbon content of the biochar by 60% when compared to the raw mesocarp fibre biomass.
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1. Introduction

The rapid growth of today’s modern technology had led to many concerns over the fossil fuel consumption for the past decades. The world consumption of coal increased from 1000 to 2500 million tons in 1950 to 2000 [1]. In fact, the demand and consumption of coal is expected to continue rising for the upcoming decades. This has led to questions whether the remaining fossil fuel on earth are sufficient enough to keep
up with the rising demand and human population growth. Coal is commonly known as a fossil fuel which is consumed to produce around 40% of the world’s electricity [2]. A normal coal plant generate about 3.5 million tons of CO₂ every year, leading the world’s top source of carbon emission, also the primary source of climate change due to global warming [3]. In order to overcome the depletion of fossil fuel and global climate change, an alternative to the current source of energy has to be discovered and utilised. As such, this research focus on using mesocarp fibre biomass from palm oil waste as an alternative renewable energy and fuel source in a direct carbon fuel cell (DCFC).

In Malaysia, the oil palm industry is one the major agricultural crops grown which contributes about 34.56% of the country’s agricultural sector [4]. Moreover, the two largest producers of palm oil, which account for roughly 85% of the world palm oil production are from Malaysia and Indonesia [5]. According to Basiron and Chan, the oil extraction rate from the palm oil production is only about 10% whereas the remaining of 90% are left as biomass [6]. Similarly, another statistics has shown that 4 kg of dry biomass is generated for every kg of palm oil extracted, of which one third of it can be found in the fresh fruit bunch (FFB) and the remaining two third is represented by oil palm frond (OPF) and oil palm trunk (OPT) inside the plantation estates (Sulaiman et al. 2011). The dry by-products in the FFB consists of empty fruit bunch (EFB), palm kernel shell (PKS) and mesocarp fibre (MF) [5]. The availability of each biomass from palm oil waste in 2005 is shown in Table 1 [7]. It is reported that mesocarp fibre has an availability of 9.6 million tonnes during that year.

Table 1. Oil palm biomass collected in 2005 [7].

<table>
<thead>
<tr>
<th>Biomass Component</th>
<th>Quantity available (million tonnes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empty fruit bunches</td>
<td>17.00</td>
</tr>
<tr>
<td>Fibre</td>
<td>9.60</td>
</tr>
<tr>
<td>Shell</td>
<td>5.92</td>
</tr>
<tr>
<td>Fronds and trunks</td>
<td>21.10</td>
</tr>
<tr>
<td>Palm kernel</td>
<td>2.11</td>
</tr>
<tr>
<td>Total</td>
<td>55.73</td>
</tr>
</tbody>
</table>

Currently, many research has been done to develop valuable products from the FFB biomass, mainly focusing on the empty fruit bunch (EFB). For example, production of paper pulp from EFB, organic fertilizers from EFB and palm oil mill effluent (POME), bioethanol from EFB and OPT and furniture from OPT [8-11]. On the other hand, the current technologies and practices of the palm oil mills in Malaysia uses biomass such as MF and PKS as a source of fuel to generate electricity and steam from the boiler for palm oil extraction [12]. In this case, EBF is widely refrained in palm oil mills as fuel source due to its high moisture content of more than 65%, which will require more energy for drying prior to combustion, hence reducing the overall energy efficiency [13]. Besides using MF as fuel source, there are currently limited research on utilizing the biomass in other application fields such as biochar production.

The utilisation of this biomass waste does not only promote renewable energy sources, oil palm biomass can achieve sustainability with the rise in human population of the world. In terms of environmental friendly option, biomass is a good carbon
replacement fuel compared to coal as it reduces the CO$_2$ emission due to a lower carbon content in the biomass [14]. However, it could not be fed directly into the DCFC due to the content of impurities in the biomass. Hence, the biomass would need to go through pre-treatment to form biochar before being fed into the DCFC.

Acid treatment also known as “dimineralisation” of biomass is believed to reduce the ash content in the treated biomass and increase the yield of biochar. According to Clarke, ash is commonly referred to the non-combustible content in biomass [15]. It is also stated that ash with high potassium (K) content results to lower melting temperature of ash which forms “clinkers” that can obstruct the furnace elements [15]. Another finding from Julien et al. claimed that by using sulphuric acid, (H$_2$SO$_4$) and hydrochloric acid (HCl) in acid pre-treatment resulted in the incorporation of inorganic ions which increases the biochar and water yields while reducing the bio-oil during pyrolysis [16]. In a research done by Piskorz et al., the authors found a significant reduction in alkaline earth metal (Na and Ca) and ash content in treated biomass after pyrolysis [17].

A fuel cell is a mechanism that generates electricity by electrochemical reaction. The common fuel source used are hydrogen and oxygen (usually air) to be oxidise or reduced at the electrodes (anode and cathode) through a medium known as electrolyte to transfer the electrons in the cell and hence producing electricity. Fuel cells can vary from tiny devices generating only few watts of electricity to large fuel cell power plant producing megawatts [18]. A fuel cell is believed to have a higher efficiency in power generation, eliminating the consumption of fossil fuel and hence, reducing the greenhouse gases emission to the atmosphere. The types of fuel cells can be divided according to the respective operating temperatures. Fuel cells having operating temperature below 80°C are polymer electrolyte membrane (PEMFC), direct (DMFC) or indirect methanol (IMFC) and alkaline (AFC), while phosphoric acid fuel cell (PAFC) with intermediate operating temperature ranging from 200 – 215°C and high temperature fuels such as molten carbonate (MCFC), solid oxide (SOFC) and direct carbon (DCFC) with operating temperatures above 500°C [14].

As most of the fuel cell uses gaseous or liquid fuels, the direct carbon fuel cell (DCFC) had recently gained interest in researchers as it uses solid fuel (carbon) to produce electricity through its direct participation in the fuel cell and electrochemical oxidation [14]. Instead of using coal, biomass waste can also be fed into the DCFC as the solid fuel to generate electricity due to its high content of carbon. The biochar fuel utilisation in DCFC can achieve 100% compared to most of the other fuel cells with only 85% that uses gaseous or liquid fuels [14]. Moreover, the DCFC received much attention in the power generation field due to its promising potential of generating electric current with an electrical efficiency above 70%, almost twice of the conventional coal-fired power plants [14, 19]. At the same time, carbon dioxide emission from DCFC is reduced by 50% compared to coal-fired power plant.

Since DCFC is categorised under high temperature fuel cells, the operating temperature ranges from 600 - 900°C. The chemical energy in the carbon fuel is converted and utilised directly to electricity without the need of gasification. The overall fuel cell reaction for oxidation of fine (submicron) particles in the DCFC are [14]:

\[ C + \frac{1}{2} O_2 \rightarrow CO_2 \]
In this research, pre-treated mesocarp fiber (MF) biomass from palm oil is used as the solid carbon fuel in the DCFC. The objectives of this research are as follow:

1. To study the electrochemical performance of Direct Carbon Fuel Cell (DCFC) with biochar derived from mesocarp fiber.
2. To optimize the performance of biochar in DCFC by varying the operating temperature of the fuel cell.
3. To study and compare the performance of DCFC with chemically treated and untreated biochar derived from pyrolysis of mesocarp fibre.

2. Methodology

In this research, three types of biochar derived from mesocarp fibre biomass are used as a fuel source in the DCFC. The biochars are distinguished by the pre-treatment methods during the fuel preparation, herein known as untreated mesocarp fibre (UMF) and dimineralised mesocarp fibre with HCl concentrations of 0.5 and 1.0 mol/L (DMF0.5 and DMF1.0)

2.1 Fuel Preparation

The raw biomass (mesocarp fibre) obtained from Seri Ulu Langat Palm Oil Mill was initially screened and washed with distilled water to remove the solid impurities. The raw biomass was then dried according to the ASTM D2867-09 standard, where sample was left in the oven under atmospheric pressure for 24 hours at a temperature of 105°C in order to remove the moisture content. The dried biomass is then grounded and sieved into sizes of 0.5 – 2 mm.

To produce dimineralised mesocarp fibre, 150 ml of 0.5 and 1.0 mol/L HCl acid were prepared in separate beakers, each mixed with 15g of dried and sieved biomass with a magnetic stirrer at 200 rpm for 6 hours. The samples were then rinsed with distilled water until a constant pH > 4.0 is obtained. The samples were left to dry according to the ASTM D2867-09 standards again before undergoing pyrolysis in a split tube furnace, programmed at a heating rate of 10°C/min to achieve 600°C in 60 minutes and held for an hour before cooling to room temperature. The pyrolysis was carried out in atmospheric pressure condition, purged with 99.99% of N₂. As for UMF, the biochar was prepared without any pre-treatment, undergoing the same pyrolysis conditions as DMF from the dried and sieved biomass.

\[
\begin{align*}
O_2 \text{(air)} + 4e^- & = 2O^{2-} \quad (1) \\
C + 2O^{2-} & = CO_2 + 4e^- \quad (2)
\end{align*}
\]
2.2 Fuel Characterisation and Analysis

2.2.1 Proximate and Ultimate Analysis

Proximate analysis was done in this research to determine the ash and moisture content of each biochar sample prepared.

i. Moisture content determination ASTM E 190-87
   The weight of crucible with 0.1 g of biochar is recorded before placing in the oven to be heated at 110°C for 1 hour. After removing the sample from the oven, the weight of crucible together with the biochar is measured again. The moisture content is obtained by subtracting the final weight from the initial weight.

ii. Ash content determination ASTM E 897-88
   The dried biochar obtained after the moisture analysis is used for ash determination. The sample is heated in the muffle furnace at 750°C for 1 hour, where the operating atmosphere is set to the oxidizing temperature. The sample is weighed once removed from the muffle furnace, and subtracted with the crucible weight to obtain the ash content.

Ultimate Analysis was done to on vario MACRO cube (Elementar, Germany) to obtain the C, H, N and S elements of the mesocarp fibre samples.

2.2.2 Thermogravimetry Analysis (TGA)

The Thermogravimetry analysis was done to study the weight loss of sample as the temperature increases. This analysis was carried out on a Perkin Elmer STA6000. Each sample (5 – 10 mg) was heated from 30 to 900°C with heating rate of 10°C/min, with a constant nitrogen (99.99%) flow rate of 20 ml/min.

2.2.3 Fourier Transform Infrared Spectroscopy (FTIR)

The FTIR analysis was done to understand and examine the functional groups compositions of the biochar by generating infrared (IR) spectra of the samples with a Perkin Elmer FTIR spectrometer (Spectrum 100)

2.3 Direct Carbon Fuel Cell Testing

The apparatus used to perform the fuel cell testing consist of a DCFC, furnace and an electrochemical workstation (Gamry Reference 600 Potenstiotat). The fuel cell is made with ceramic tubes, assembled within a furnace system as shown in Figure 1. The biochar (0.1 g) are placed on the button cell which is fabricated with Nickel-yttria stabilized zirconia (Ni-YSZ) on the anode, Lanthanum strontium manganite (LSM) on the cathode and Yttria-stabilized zirconia (YSZ) as the cell electrolyte.

The voltage performance test on the mesocarp fibre biochar were carried out at different temperatures: 600°C, 750°C and 900°C. The DCFC was heated with a heating rate of 10°C min to the desired operating temperature. Once the desired temperature is
reached, the voltage reading produced from the fuel cell is measured and recorded for 300s. During the test, the anode chamber is purged with N2 (99.99%) to eliminate the presence of O2 which may oxidise the fuel, whereas purified air, O2 (99.99%) was continuously fed into the cathode side.

![Figure 1. Exploded view of Direct Carbon Fuel Cell. 1: flange, 2: ceramic tube, 3: furnace, 4: anode current collector, 5: fuel placed on top of button cell, 6: cathode current collector.](image)

3. Results and Discussion

3.1 Fuel Analysis

3.1.1 Proximate and Ultimate Analysis

The results obtained from the proximate and ultimate analysis of mesocarp fibre samples are tabulated in Table 2. The proximate analysis done gives the moisture and ash content of each sample. It was found that the acid treatment managed to reduce the moisture but not the ash content in the mesocarp fibre biomass.

The ultimate analysis showed that the raw mesocarp fibre has a moderate carbon and oxygen content. With only pyrolysis done on the mesocarp fibre (UMF), the carbon content increases, whereas the hydrogen and oxygen content in the sample decreases. It is noticed that the acid treatment on the samples (DMF 0.5 and DMF1.0) do not give any significant changes in the composition of biomass compared to the UMF, except for the slight increase in carbon content. However, by comparing only the acid treated samples, washing the acid with a higher concentration is not needed as 0.5 mol/L of HCl treatment can already produce a good carbon yield.
Table 2. Proximate and ultimate analysis of mesocarp fibre biomass.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Proximate analysis (wt%)</th>
<th>Ultimate Analysis (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Moisture</td>
<td>Ash</td>
</tr>
<tr>
<td>Raw</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UMF</td>
<td>7.0</td>
<td>2.0</td>
</tr>
<tr>
<td>DMF0.5</td>
<td>2.1</td>
<td>2.0</td>
</tr>
<tr>
<td>DMF1.0</td>
<td>4.0</td>
<td>6.0</td>
</tr>
</tbody>
</table>

^aBy difference

3.1.2 Thermogravimetry Analysis (TGA)

The TGA curves of raw, untreated and acid treated samples are shown in Figure 2. Raw mesocarp fibre in Fig. 2(a) displayed three degradation steps, clearly showing the moisture, volatile matter, fixed carbon and ash content of the samples. However, the untreated and acid treated mesocarp fibre samples displayed only one degradation step as shown in Fig. 2(b), (c) and (d). This may be due to the composition of cellulose, hemicellulose and lignin in mesocarp fibre which greatly affects the thermal decomposition of the biomass during pyrolysis. Among these components, hemicellulose was believed to be the easiest to decompose due its short chains linear polymer structure [20]. Lignin, on the other hand is known for its high thermal resistant compared to cellulose and hemicellulose due to a more complex chemical composition, which allows the thermal decomposition to happen at a higher temperature [21]. The complicated structure of phenolic polymer in lignin, encasing the polysaccharides of the cell walls are used to produce strong and durable composite materials [22].

Figure 2. TGA curve for (a) Raw, (b) UMF, (c) DMF0.5 and (d) DMF1.0.
For the untreated mesocarp fibre, devolatilisation is seen to occur at the beginning of 400°C whereas a slightly increased in thermal stability is seen for the acid treated mesocarp fibre as devolatilisation begins at around 500°C. It is reported that devolatilisation is a major step among all thermochemical conversion process, where the steep slope in a TG curve between 200 to 500°C shows a significant drop in weight of samples due to the rapid thermal decomposition of hemicellulose, cellulose and some part of lignin, contributing to 50% drop in the weight of samples, except for commercial lignin samples [23]. This is because 80 wt% of biomass is produced from volatile fraction and only 20 wt% in the form of solid carbonaceous residue [24]. According to a study done by Yang et al., the decomposition temperature were 220 to 300°C, 300 to 340°C and 750 to 800°C for hemicellulose, cellulose and lignin respectively [25]. Some other studies had also reported that pyrolysis of heavier volatiles such as lignin can occur at 900°C as it possesses a higher thermal stability compared to hemicellulose and cellulose [26]. Hence, a greater presence of lignin contributes to a higher yield of char after pyrolysis.

According to Kong et al, among all the palm oil based biomass, mesocarp fibre was reported as one of the waste with highest lignin composition after palm kernel shell [27]. Table 3 shows the comparison of lignin composition in mesocarp fibre and other types of biomass used in previous studies. It is also observed that mesocarp fibre have relatively low cellulose and high lignin composition compared to other biomass. This may be one of the reason why ash content could not be determined in the single stage TG curves for untreated and acid treated mesocarp fibre as the biomass had not fully decompose even at 900°C. The acid treatment, which is believed to have also enhanced the thermal stability of the mesocarp fibre, showed a higher decomposition temperature compared to the untreated mesocarp fibre biomass.

Table 3. Composition of biomass [27-29]

<table>
<thead>
<tr>
<th>Biomass</th>
<th>Cellulose (wt %)</th>
<th>Hemi-cellulose (wt %)</th>
<th>Lignin (wt %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesocarp Fiber</td>
<td>33.9</td>
<td>26.1</td>
<td>27.7</td>
</tr>
<tr>
<td>Soft Wood</td>
<td>42</td>
<td>22</td>
<td>31</td>
</tr>
<tr>
<td>Wheat Husk</td>
<td>36</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>Rye Husk</td>
<td>26</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>Corn Cub</td>
<td>50.5</td>
<td>31</td>
<td>15</td>
</tr>
<tr>
<td>Coconut Shell</td>
<td>34</td>
<td>21</td>
<td>27</td>
</tr>
</tbody>
</table>

3.1.3 FTIR Analysis

The IR spectra of UMF, DMF0.5 and DMF1.0 is shown in Figure 3. It is observed that the infrared spectra of acid treated biochar (DMF 0.5 and DMF 1.0) exhibited weaker IR absorbances compared to UMF, which may be due to a lower volatile content in the samples [30]. The biochar sample spectra exhibits distinct peaks corresponding to the cellulosic, hemicellulosic and lignin components.

The characteristic of crystalline cellulose can be determined from the broad peaks between 3200 and 3600 cm⁻¹. Based on Fig. 3, the first peak occurring right after 3000 cm⁻¹ are the crystalline cellulose peaks. The subsequent disappearance of these bands in the spectra is due to the loss of cellulosic content in the biochar. At the
wavelength between 1500 and 2000 cm\(^{-1}\), the peak observed at 1580.85 cm\(^{-1}\) in Fig. 3 corresponds to the C=O vibration of the carboxylic acids in hemicellulose. According to Abnisa et al., the intensities of the bands at 1586.33 to 1571.62 cm\(^{-1}\) indicates the cracking volatiles and conversion of aliphatic compounds into aromatic compounds of the char [21]. The disappearance of the peak and appearance of a new peak at 1104.07 cm\(^{-1}\) is believed to be caused by the degradation of hemicellulose product. The degradation of lignin responds to the peak between 1500 and 1000 cm\(^{-1}\), under the functional group of aromatic C-O stretching of methoxyl and phenyl propane structure and aromatic ring vibration.

![Figure 3. FTIR spectra of UMF, DMF0.5 and DMF1.0.](image)

### 3.2 DCFC results

Fig. 4 shows the voltage – time graph obtained using biochar derived by mesocarp fibre biomass as solid carbon fuel source in the DCFC. The reading of open circuit voltage was measured for 5 minutes when the DCFC had reached the desired temperature of testing. There results were analysed based on the effect of temperature and acid treatment on the DCFC performance.

#### 3.2.1 Effect of Temperature on DCFC Performance

When the DCFC was operated at 600°C, the open circuit voltage gives a range of values from 0.37 to 0.77V as shown in Fig. 4(a). As the temperature of DCFC increased to 750°C, the values of open circuit voltage measured had increased compared to 600°C, where the range begins from 0.73 to 0.88V as shown in Fig. 4(b). However, the open circuit voltage dropped to a range of 0.69 to 0.73V when DCFC was operated at 900°C. A common finding from this three cases is that the maximum open
circuit voltage values of 0.77V, 0.88V and 0.73V from 600°C, 750°C, and 900°C respectively are produced from UMF. Based on the different operating temperature, the results show that DCFC operated at 750°C achieves a higher performance compared to other operating temperatures by producing a higher range of open circuit voltage of 0.73 to 0.88V even when different pre-treated biochar was used as the carbon fuel. Some of the research on biomass fuel performance had also reported the optimum operating temperatures for maximum open circuit voltage between 700 to 750°C as shown in Table 4.

Table 4. Performance of DCFC for various biochar [31-32]

<table>
<thead>
<tr>
<th>Biochar</th>
<th>Operating Temperature</th>
<th>DCFC Performance</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Almond Shell</td>
<td>600- 750°C</td>
<td>Best open circuit cell potential (1.07 V) at 700°C</td>
<td>[31]</td>
</tr>
<tr>
<td>Corn Cub</td>
<td>650- 750°C</td>
<td>Increase in open circuit cell potential from 0.9V at 600°C to 1.05V at 750°C. Maximal power density of 185 mWcm² when current density of 240 mAcm⁻² at 750°C.</td>
<td>[32]</td>
</tr>
</tbody>
</table>

3.2.2 Effect of Acid Treatment on DCFC Performance

From Fig. 4(d), the open circuit voltage produced by UMF ranges from 0.74 to 0.88V at varying operating temperatures. However, the results seen from Fig. 4(e) and (f) show that the dimineralised mesocarp fibre produces lower voltage compared to the untreated biochar. The range of voltage produced was 0.64 to 0.79V and 0.37 to 0.73V for DMF0.5 and DMF1.0 respectively. By comparing only the acid treated biochar of different concentration, the DMF0.5 (lower concentration) produces a higher voltage than DMF1.0 for all operating temperature at 600°C, 750°C, and 900°C of DCFC. This may be due to higher ash content in DMF1.0 based on the results obtained from proximate analysis. According to a research done on coconut biochar, impurities such as ash can caused blockage of electron transfers within the fuel cell [33]. Another similarity in the performance of DCFC is seen when all 3 different types of biochar generate its highest circuit voltage when DCFC was operated at 750°C.

3.2.3 Overall Performance

All 3 biochar derived from mesocarp fibre (UMF, DMF0.5 and DMF1.0) shows a similar trend in increasing open circuit voltage when the operating temperature of DCFC increases from 600°C to 750°C as shown in Fig. 5. As the temperature continue to rise 900°C, the voltage decreases, indicating that the best performance of DCFC is at the optimum temperature between 750°C to 800°C. Based on the findings of this research, untreated biochar has a better potential as a carbon fuel for the DCFC compared to acid treated biochar, producing a maximum open circuit voltage of 0.88V at 750°C.
Figure 4. Voltage-Time (V-t) curves for (a) 600°C, (b) 750°C, (c) 900°C with different biochar: • UMF, X DMF0.5, ■ DMF1.0 and (d) UMF, (e) DMF0.5 and DMF1.0 at different temperature: ▲ 600°C, ◆ 750°C, ◇ 900°C.

Figure 5. Voltage-Temperature (V-T) curves for carbon fuel derived from mesocarp fibre.
4. Conclusion

Mesocarp fibre biomass derived from palm oil waste was used as solid carbon fuel source in a DCFC. This research contributes to utilising biomass waste from palm oil plantation, especially in countries like Malaysia which contributes to one the largest producer of palm oil. As biochar derived from mesocarp fibre has not been tested in a DCFC, this study has proven the potential of mesocarp fibre as a fuel source in DCFC based on the characterisation analysis and the high lignin composition compared to other biomass available.

In this research, acid pre-treatment on the biomass has proven to enhance the thermal stability of the biochar, observed through the decomposition temperature of raw, untreated and acid treated mesocarp fibre. Pyrolysis and acid treatment has also proven to increase the carbon content of the biochar by 60% when compared to the raw mesocarp fibre biomass. Furthermore, acid-pretreatment was found to significantly enlarge the surface area and reduces the degree of graphitisation of the biochar compared to the untreated biochar.

During the fuel cell test, the untreated and acid treated biochar shows a similar trend in increasing open circuit voltage when the operating temperature of DCFC increases from 600°C to 750°C. However, as the operating temperature continue to rise to 900°C, the voltage decreases, indicating that the best performance of DCFC is at the optimum temperature between 750°C to 800°C. Based on the findings of this research, untreated biochar has a better potential as a carbon fuel for the DCFC compared to acid treated biochar, producing a maximum open circuit voltage of 0.88V at 750°C.
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Abstract
Recently Controlled Release Fertilizers has become a very important application in agricultural field due to its ability to delay the release of fertilizing nutrients with the sequential needs of plants for nutrients. Starch-Alginate is one of the favorite coating materials for controlled release fertilizer because of its abundance, biodegradability, good water absorbency and retention. In this research the starch-alginate based controlled release fertilizers will be studied and the research questions that have been raised in this research are how the effect of starch, alginate and cross-linker content on the urea release rate in soil and water. The 4 main materials that used to synthesis the beads samples were urea, sodium alginate, calcium chloride and starch. 13 total formulations of samples were prepared in this project by using 3 factors (Starch, Sodium Alginate and Calcium Chloride) and 5 levels (very low, low, medium, high and very high) design method. The first part of this project was to immersed the fertilizer into water and measure its swelling ratio, dissolution rate and release rate while the second part was to bury the alginate beads into sandy soil inside a leaching vessel and determine its release rate. The release rate of urea was measured in terms of concentration by using UV-VIS Spectrophotometer. The whole experiment was conducted under room temperature and atmospheric pressure. Upon the completion of the project, the results have shown that when the alginate beads immersed in water for longer time, the dissolution rate of samples and urea release rate in water will be higher. Besides that, as the time was longer the swelling % of alginate beads will increase up to certain value and it will decrease again. Lastly, the composition of 3 main materials) will greatly affect the dissolution rate of samples in water, beads swelling % in water and also the urea released rate in water and soil.

Keywords: Urea Fertilizer, Controlled Released, Starch-Alginate, Hydrogel, Released Rate.

1. Introduction
The world population has now reached approximately 7.0 billion and it is expected to continue rises until 9.5 billion in 2050[1]. The development of the world
agriculture field plays a crucial role to ensure that the supply of foods around the world is sufficient for human demand. There are various types of important products that used to produce the agriculture products such as herbicides, fertilizer and many more. Fertilizer is one of the most important products among all these because it supplies the essential nutrients to the plants. Basically there are three common type of fertilizers available in the market which are Nitrogen (N), Phosphate (P$_2$O$_5$) and Potash (K$_2$O). Among all these fertilizers, nitrogen has the biggest market demand in the fertilizer industry because it is the most important nutrient for plants to undergo photosynthesis. Urea is the most common material used for nitrogen(N) fertilizer due to its high nitrogen content (46%)[2]. However, plant uptake of urea fertilizer is usually around 30% because of leaching losses, volatilization or other environmental effects[3]. This will cause some negative impact to the society such as economic losses, resources losses and also serious pollutions to the environment.

One method that will effectively reduce all these negative impacts is to develop the chemically or physically prepared controlled release fertilizer which is used to decrease the nutrient release rate from fertilizer[4]. Controlled release formulation (CRF) is a technology that uses the coated material to gradually release the nutrients from the products. This technology has been widely used in various pharmaceutical and agricultural products such as drugs, fungicide, herbicides, fertilizer and many more. Various researches of all these controlled release formulation applications have showed that this technology can greatly control the release of nutrients or drugs, thus it can reduce environment concern and increase the efficiency of many pharmaceutical and agricultural products.

Controlled Release Fertilizer (CRFs) is usually prepared by coating the fertilizer with materials which will reduce their dissolution rate which include sulfur, resin, polymers and phosphogypsum. Basically, the CRFs have shown many advantages over normal fertilizer such as decrease the removal rate of fertilizer from soil, supply the nutrient sustainably, reduce the frequency of application, reduce the negative impact of over dosage and toxicity[4]. The main criteria of selecting the suitable coated materials includes its environmentally friendly, the effect of materials on nutrient release rate, materials costs and many more.

Initially the most common used coating materials are sulfur and organic polymer. The first coating material for CRFs was sulfur which was developed by Tennessee Valley Authority at 1961[5]. The reason of choosing it is because it is abundant, low cost and can effectively reduce the nutrient release rate. However, sulfur based CRFs also have some disadvantages such as it is not environmental friendly because it may react with water then acidify the soil and it also may be disrupted by microorganism. Polymer coated CRFs was developed by Arthur Daniels Midland Co. (ADM) with using co polymer of Dicyclopentadiene with a glycol ester. Although this polymer has shown their ability to control the nutrient release, but it is slowly or totally not decomposed into the soil and this will lead to the accumulation of plastic residue inside the soil.

Recently, Superabsorbent polymer has caught attention and become one of the favorite CRFs coating materials due to its ability to absorb large amount of water for short period even in certain pressure[6]. This ability has helped them showing some advantages on agricultural application such as the increasing of plant growth rate,
decreasing in irrigation of water, improve nutrient retention of fertilizer, reduce the plant death rate and many more[7]. However, superabsorbent polymer is a relatively expensive materials and most of them are not environmental friendly. On the other hand, in 1970s starch also become a common coating materials for CRFs due to their low cost, renewable and complete biodegradability[8]. However, it cannot control the release of nutrient very well and it has a low water retention.

Hydrogels, which will be produced when superabsorbent materials dissolved in water and swell, are partially cross-linked hydrophilic polymers and it is a three-dimensional polymeric network which can retain large amount of water and swell without dissolve in water[9]. Hydrogels is usually coated with some biodegradable materials such as starch to increase its biodegradability and reduce its dependence on petrochemical-derived monomers[10]. Alginate beads, one of the common hydrogel, are linear unbranched natural polymers which consists of beta-D-mannuronate (M) and alpha-L-guluronate (G) residue[11]. Some characteristics of Alginate includes its biodegradability, immunogenicity and its ability to crosslink in mild condition to form gel has helped it become a common hydrogel in some controlled released application[12].

The Starch-Alginate has not been research yet in controlled release fertilizer application. Therefore, in this project the release dynamic of starch-alginate controlled released fertilizer in soil and water was studied. The main objective of this experiment is to study the effect of starch, alginate and cross-linker content on the urea release rate in soil and water. Upon the completion of this project, the starch-alginate beads will be confirmed as an appropriate material for commercialized controlled release fertilizer.

2. Research Methodology

2.1 Materials and Equipments

The Cassava Starch (CAP KAPAL ABC) was to purchase off the shelf from grocery store. Urea (>99%) was obtained from Evergreen Engineering & Resources Sdn.Bhd. Calcium Chloride anhydrous (96%) which was used as a cross-link material was purchased from Saintifik Sdn.Bhd. Sodium Alginate was obtained from Evergreen Sdn.Bhd. Sandy soil was obtained from the nursery at city of Klang. The Thermo Scientific™ GENESYS 10S UV-vis spectrophotometer was available in Taylor’s University Unit Operations Lab.

2.2 Sample Preparation

First of all, dissolved sodium alginate, starch and 5g of urea into 25 mL distilled water. The mixtures were to be stirred for 15 minutes to reach homogeneous phase. Then a 1.2 mm needle size syringe was used to extract the solution into 100 ml calcium chloride solution under constant stirring. The beads were then produced in the mixture due to the crosslink of Ca\(^{2+}\) ion with alginate mixtures. The beads are collected by using strainer and rinsed it with distilled water to remove the excessive CaCl\(_2\) solution. Last, the beads were oven-dried at 50°C for 24 hours and then the starch-alginate bead samples will be obtained[13]. The samples formulations were based on 3 factors and 5 levels design methods and 13 different concentration of samples were prepared. The
factors and levels of the design method and composition for all these samples are shown in Table 1 and 2. (Note: U6 beads cannot be made, thus there is no any results for U6).

Table 1: Factors and Levels parameters of the experiment

<table>
<thead>
<tr>
<th>Chemicals</th>
<th>Very low</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th>Very high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starch (w/v%)</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>Alginate (w/v %)</td>
<td>0.5</td>
<td>1</td>
<td>1.5</td>
<td>2</td>
<td>2.5</td>
</tr>
<tr>
<td>Crosslinker (M)</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2: Composition of 13 Samples that were prepared in the project

<table>
<thead>
<tr>
<th>Sample</th>
<th>Cassava Starch (w/v%)</th>
<th>Sodium Alginate (w/v%)</th>
<th>Calcium Chloride (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1</td>
<td>3</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>U2</td>
<td>6</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>U3</td>
<td>9</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>U4</td>
<td>12</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>U5</td>
<td>15</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>U6</td>
<td>12</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>U7</td>
<td>12</td>
<td>1.5</td>
<td>0.1</td>
</tr>
<tr>
<td>U8</td>
<td>12</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td>U9</td>
<td>12</td>
<td>2.5</td>
<td>0.1</td>
</tr>
<tr>
<td>U10</td>
<td>12</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>U11</td>
<td>12</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>U12</td>
<td>12</td>
<td>1</td>
<td>0.4</td>
</tr>
<tr>
<td>U13</td>
<td>12</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

2.3 Release Dynamic of Fertilizers in water

First prepared 5g of dried samples which has been prepared in the previous steps (marked as A). Then, immersed them into 100 ml of distilled water for different interval of time (1 hr, 2 hr, 4 hr, 24 hr, 48 hr, 1 week, 2 weeks and 1 month), after that sieved the beads out of the solution, removed the excessive water on the beads and measured its net weight (marked it as B). Dried them in the oven at 80°C for 4 hours again and measured its dried weight. (marked as C). The whole experiment was conducted under room temperature and atmospheric pressure. The swelling % of samples and % of samples dissolved in water can be calculated in Equation (1) and (2).

Swelling Ratio% = \( \frac{B - A}{A} \times 100\% \) (1)

Dissolution Rate of Urea % = \( \frac{C - A}{A} \times 100\% \) (2)

2.4 Preparation of Soil and Leaching Vessels
The sandy soil was prepared to perform the release dynamic test of fertilizer in the soil. First, put 200 g of sandy soil into the leaching vessels. Then the alginate beads sample were inserted into a soil in a leaching vessel as shown in Figure 2. A filtered net and whatman filter paper was placed in the bottom of soil to prevent the leaking of soil. A container was placed below leaching vessel to collect the solutions that released from leaching vessels.

2.5 Release Dynamic of Fertilizer in Soil

After the soil was prepared, buried 5 g of alginate beads samples into the soil (1 cm below the soil surface). Distilled water is inserted into the soil regularly as a transportation media of urea inside the alginate beads. The urea will then release from the alginate bead to the soil automatically after a certain time. The release urea was then flow downward due to the gravity force and leaked out from the bottom of leaking vessels to the sample collection container. The experiment was conducted under room temperature and atmospheric pressure. The experimental set-up of this release rate testing is shown in Figure 1.

![Figure 1: Experiment Set-up for Release Rate Experiment in Soil](image)

2.6 Calibration of Urea Concentration with UV-VIS Spectrophotometer

Before the urea concentration of samples were determined by UV-VIS Spectrophotometer, it was calibrated. The calibration has been done by dissolved different amount of urea into 100 ml distilled water (200 mg, 400 mg, 600 mg, 800 mg, 1 g, 1.2 g, 1.4 g, 1.6 g, 1.8 g, 2 g) and then measured their respective absorbance value at wavelength of 210 nm. This step can be done in triplicate to improve its accuracy.

2.7 Determination of Urea concentration by UV-VIS Spectrophotometer

The samples that collected from the release test of alginate beads in water and soil was tested by using UV-VIS Spectrophotometer in Taylor’s University Research Lab. The model of equipment is Thermo Scientific™ GENESYS 10S UV-vis spectrophotometer. To perform the analysis, first set the wavelength of equipment to 210 nm. Then put distilled water solution into the blank solution and measured its absorbance. After that placed the samples solutions inside the equipment and tested
their relative absorbance. The actual concentration of solutions was obtained from the calibration curve which has been done in previous step.

3.0 Results and Discussion

3.1 Calibration Curve of Urea Concentration

The calibration curve of urea concentration vs its absorbance was done with UV-VIS Spectrophotometer and its results are shown in Figure 2.

![Calibration Chart of Urea Concentration with its Absorbance](image)

Based on Figure 2, it clearly showed that when the urea concentration was increasing, its absorbance will increase. It is because as the urea concentration was higher, more samples light will be absorbed by the equipment. The equation of the calibration chart was $y=0.0229x - 0.0155$ while its $R^2$ was 0.9297.

3.2 Release Dynamic Experiment in Water

Three analysis were analysed in this experiment which include swelling ratio, dissolution rate of samples and urea release rate. There are 7 different set of time intervals in this steps (1 hour, 2 hour, 4 hour, 24 hour, 48 hour, 1 week, 2 weeks, 1 month).

3.2.1 Swelling Ratio of Alginate Beads

The swelling ratio testing was used to determine the water absorbing ability of alginate beads. The swelling % of all 12 alginate beads samples in distilled water was studied after different time interval and the results are shown in Figures below.
Figure 3: Swelling Ratio of Alginate Beads against Time for U1, U2, U3, U4 and U5

Figure 4: Swelling Ratio of Alginate Beads against Time for U4, U7, U8 and U9
Based on Figure above, it showed that the swelling % of all alginate beads were first increased from 2\textsuperscript{nd} hours to 4\textsuperscript{th} hours, after that it decreased from 4 hours to 24\textsuperscript{th} hours and finally increased after 24\textsuperscript{th} hours. The swelling % of most of the samples reached the lowest point at 24\textsuperscript{th} hours while the highest point was at 4 hours. This observation showed that the water absorption of the beads has reach swelling equilibrium after 4 hours. When the alginate beads were saturated, some of its water will diffuse out from the samples itself, thus its swelling % will decrease. After most of the water was diffused out from the samples, the samples will absorb water again until they were saturated and then the water will diffuse out from the samples again. Thus, after 24 hours their swelling % was increasing up to one point and then decreased again.

On the other hand, the swelling % of U3 (9 w/v\% starch) and U5 (15 w/v\% starch) was a bit higher compare with U1 (3 w/v\% starch) and U2 (6 w/v\% starch). This indicated that the swelling % of the beads will increase when the starch contents in the beads were increasing and this may due to the hydrophilic nature of starch. As the starch amount is higher, the interaction of -OH groups in the starch with water will increase thus the beads will swell more\cite{13}. Furthermore, comparing U7 (1.5 w/v \% sodium alginate) with U8 (2.0 w/v\% sodium alginate) and U9 (2.5 w/v\% sodium alginate), the swelling % of U7 was the highest, second was U8 and the lowest was U9. This showed that the % swelling of beads were decreasing when the alginate content is higher. This is because the number of coordination sites provided by the increase in number of COO- will increase with the increase of alginates contents\cite{13}. Lastly, the swelling % of beads was increasing with some irregular trend when the cross-linker content was higher and this is due to the increase of hydrogel strength.

### 3.2.2 Dissolution Rate of Urea

The dissolution rate testing was used to determine how many % of samples has been dissolved into water in certain time interval. In this testing, the dissolution rate of
samples for all 12 alginate beads samples in distilled water was studied after different time interval and the results are shown in Figure 8.

Figure 6: Dissolution Rate of Samples Against Time for U1, U2, U3, U4 and U5

Figure 7: Dissolution Rate of Sample Against Time for U4, U7, U8 and U9
Based on the figure above, it showed that for most of the samples the dissolution rate of urea was increasing until it reached the highest peak as the samples immersed in water for longer time. This is because when the beads immersed into the distilled water for longer time, more urea will be diffused out of the beads until most of the urea inside the beads have been dissolve in the water. Theoretically, the dissolution rate of urea should be increased all the way when the time is longer. However according to the figure, there was also some special case in this testing where the dissolution of urea was first decrease and increase again or first increase and decrease again when the time is longer. This is because in this experiment different type of samples was using for different time, some mistakes will occur during the sample preparation and cause some errors in the results.

Next, comparing U1 with U2, U3, U4 and U5, it was not hard to observe that based on the graph, U1 have the highest dissolution rate, and the following was U2, U3, U4 and U5. This showed that the dissolution of urea was lower when the starch contents in the beads was increasing. Similar results were obtained from Suherman and Didi[14], which also showed that the greater starch concentration, the dissolution rate was decreasing. This is because the starch is act as a physical barrier, thus more starch the more physical barrier on the urea surface which will cause longer release time and dissolution rate will get smaller[14]. On the other hand, the dissolution rate of U7, U8 and U9 was different with some irregular trends. Thus, it showed that the increase of alginate contents will cause some irregular trends for the dissolution rate of urea. Lastly, for different cross-linker contents samples, U10 has the highest dissolution rate, and the following is U11, U12 and U13. This indicated that the higher the cross-linker contents, the dissolution rate of samples will be higher. This is because Calcium Chloride is high soluble in water, so the higher the cross-linker contents in the samples, the dissolution rate of samples in water will higher.
3.2.3 Release Rate of Urea in Water

The release rate of urea was the amount of urea that has been dissolved into the water in certain time. In this study, the urea release rate of all 12 alginate beads samples in distilled water was studied after different time interval and the results are shown in Figure 5.

![Urea Release Rate Against Time](image)

Figure 9: Amount of Urea Release from Water against Time

Based on Figure 9, initially from 1st hour to 2nd hour, the urea release for most of the alginate samples were decreasing, then they were increasing from 2nd hour to 24th hour. The urea released rate of all samples have reached at its highest peak which was at 24 hours. The highest amount of urea that was released from the sample was about 1.57g. After 24th hours, the urea released decreased. This is because after certain time some of the starch inside the beads has started to dissolve into the water, thus it will affect the absorbance value of the samples which was determined by UV-VIS Spectrophotometer. From 24th hour until one month, the graph has shown irregular trend, therefore the graph of results only shows up to 48 hours since it was meaningless to analyse irregular trend results. The effects of each material on the urea released rate will further discuss in the following sections. Based on the graph, the composition that will have the lowest release rate are 3 w/v % starch, 2.5 w/v % sodium alginate and 0.2 M crosslinker.

3.3 Release Dynamics Experiment in Soil

Figure below shows the graph of urea release rate in soil versus the time. Initially the total time cost of this experiment were 30 days, the experimental results, however, have shown that the urea released rate after 10th days has become consistent and no trend. Since it was meaningless to analyze consistent or no trend results, the discussion of this experiment was only from its 1st day until its 10th days.
Based on figure above, it shows that as the time longer, the release amount of urea will be higher. At the first two days of the experiment, the urea release for all samples were consistent and similar. However, starting from third days, their release rate become inconsistent, some of their release were decreasing while some of them were increasing. The highest release of urea for most samples were found on 7th or 8th day. After 9th day of the experiment, the urea released was decreasing until the end of the experiment, which is the 30th day. Besides that, compare the release of urea in soil with in water, it shows that the amount of urea release in soil was very large compare with in water. This is because the soil itself may contained some nutrients, thus when the solutions leak out from soil, some nutrients also will leak out following. The effects of each material on the release rate will be further discussed in the following sections. Based on the graph, the materials composition that will have the lowest release are 3 w/v% starch, 1.5 w/v% Alginate and 0.3 M crosslinker.

4.0 Conclusions

In conclusion, the swelling ratio of alginate beads are dependent on the time for samples immersed in the distilled water. The swelling % of the samples reached highest during 4th hours and lowest and 24th hours. Thus, the time taken for the alginate beads to reach its maximum swelling is around 4 hours. When the alginate beads reach maximum swelling, the water will diffuse from samples until a certain value and then it will absorb water again. Furthermore, the dissolution rate of samples was increasing as the time was longer. This is because more urea will diffuse into the water when the samples immersed into water for longer time. The urea released rate results was similar to dissolution testing until 24th hours. After 24th hours, some starch will dissolve in the water thus the results after that were not accurate. Lastly, the composition of starch, alginate and calcium chloride(cross-linker) have great impact on the swelling%, dissolution rate of samples and the urea release rate in water.
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Abstract
A variety of agricultural wastes such as corn cob, coconut shell and oil palm empty fruit bunch are produced every year. Proper treatment can be performed on biomasses to produce biochar that can be used in various applications such as direct carbon fuel cell (DCFC) as renewable energy source. High lignin content in rice husk has shed new light in this area due to the high possibility to produce biochar with higher carbon yield. In this research, the aim is to synthesise biochar via pyrolysis and to perform electrochemical test on the DCFC using rice husk-derived biochar. Initially, rice husk was pre-treated using NaOH with a concentration of 0.4M solution at 60°C for 24 hours. Subsequently, the pre-treated sample was pyrolysed at 500°C with a heating rate of 5°Cmin\(^{-1}\) for 1 hour. The electrochemical performance of DCFC was performed using the DCFC single cell stack connected to a potentiostat and the open circuit potential was measured. DCFC performance was studied on both alkaline pre-treated and untreated biochar at different the operating temperature (550°C, 650°C, and 750°C)). The specific surface area and the proximate content of the rice husk-derived biochar were characterised using Brunauer, Emmett and Teller analysis (BET) and thermogravimetric analysis (TGA). The BET surface area of pre-treated rice husk-derived biochar was found to be lower than untreated rice husk-derived biochar. The carbon percentage of the pre-treated biochar (70.6%), however, is higher than the untreated biochar (55.6%) while the ash content is lower. The open circuit potential of the biochar increased as temperature increased due to higher rate of utilisation of rice husk-derived biochar. The open circuit potential of pre-treated rice husk-derived biochar also showed a value higher than that of untreated rice husk-derived biochar as the pre-treated biochar has lower ash content despite the higher surface area of untreated biochar. This value obtained from rice husk-derived biochar (845 mV) around 60-70% of the OCP of carbon black (1.26V) therefore it had the potential to be utilised as fuel in DCFC.

Keywords: Rice husk, Biochar, Pyrolysis, Direct carbon fuel cell, Open circuit potential.
1. Introduction

Fuel cell is an electrochemical device that converts chemical energy of a fuel into electrical energy that is made of membrane-electrodes assembly [1]. The difference between a fuel cell and a battery is that the fuel cell can continue to function as long as the fuel is supplied while a battery’s life is dependent solely on the capacity of the energy storage within itself. There are many types of fuel cells that are differentiated by the types of electrodes, electrolytes and operating temperatures, namely, polymer electrolyte membrane fuel cell (PEMFC), alkaline fuel cell (AFC), direct methanol fuel cell (DMFC), phosphoric acid fuel cell (PAFC), molten carbonate fuel cell (MCFC), solid oxide fuel cell (SOFC) and direct carbon fuel cell (DCFC) [2]. Among all, DCFC is foreseen to be one of the promising fuel cell technologies used in power plant in Malaysia or Asia, owing to its advantage of using carbon as fuel source in which its raw material is abundant. Interestingly, DCFC requires only solid carbon as direct fuel without the need of gasification that further proving its potential as one of the future electricity generation device [1, 3].

DCFC can be further distinguished by the type of electrolytes, for instance, molten hydroxide, molten carbonate and oxygen ion conducting ceramic. For the DCFC with oxygen ion conducting ceramic electrolyte, there are even further classification on the method of carbon fuel delivery, such as solid carbon, carbon mixed with molten metal and carbon mixed with molten salt [2]. For the DCFC with electrolytes of molten carbonate or molten hydroxide, degradation of the electrolyte will occur seriously and there is a risk of liquid leaking. On the other hand, DCFC with oxygen ion conducting ceramic electrolyte has no volatilisation of the electrolyte and risk of liquid leaking [4]. Comparing the fuel deliveries, the technical hurdle reported for carbon mixed with molten metal, mostly tin Sb, is the excessive anodic polarisation losses due to the use of porous ceramic separator. The function of the porous ceramic separator is to separate the tin melt from the carbon fuel. For DCFC with carbon in molten carbonate, the corrosion of nickel anode and other cell components may occur, and stability of 8YSZ electrolyte in molten carbonate environment is dropped which the lithium zirconate may be formed in presence of Li / K carbonate eutectic mixture at 700°C [2]. For DCFC with solid carbon fuel, it only produce carbon monoxide CO and carbon dioxide CO₂ which will not decrease the DCFC performance by any means and it also could produce the highest power density. Thus DCFC with oxygen ion conducting ceramic electrolyte and solid carbon fuel is the best configuration of DCFC [2, 4]. For the type of DCFC, 8YSZ is the electrolyte, Ni-YSZ is the anode and LSM-YSZ is the cathode [1, 2].

There are also a few types of DCFC structures, tubular, planar and button [5]. For planar DCFC, each cell is made into a rectangle or square, flat plate or disk. The cells are connected by interconnect plates in series. For tubular DCFC, one of the electrode is usually made into a long tube with porous wall. Outside the electrode are the electrolyte and then another electrode. Planar DCFC has advantages in ease of fabrication and higher power density. However, tubular DCFC has lower cost to fabricate and easier to seal with higher thermal stability. Planar DCFC has constraints on maximum allowable temperature and temperature gradient to prevent thermal cracking [6]. Planar DCFC and tubular DCFC are the structures of DCFC that are used in industries while button DCFC is mostly used for experimental purpose as in this research. The button DCFC is easier to use for experiments since the carbon fuels to
test can be placed directly on the anode of the button DCFC and a furnace is used to heat up the carbon fuels [1].

There are more than 2 million tonnes of agricultural wastes produced annually in Malaysia. The usage of these agricultural wastes to produce energy is very attractive as they contribute little or no carbon dioxide to the environment. The major agricultural products in Malaysia are oil palm, rubber, paddy, cocoa and tropical fruits. Among the wastes of these agricultural products, rice husk is one of the most unutilised waste with potential annual energy generation of 1.025 MMboe which is equivalent to 1.67 x 106 MWh unused [7]. The rice husk can definitely be utilised such as the conversion to biochar to replace coal which is non-renewable. DCFC is a technology that can utilise this rice husk-derived biochar or any other biochar with the advantage of high efficiency of around 80% and low emission of greenhouse gases [1, 2, 8].

Rice husk has relatively high lignin content [9]. This made rice husk to be very suitable to be utilised by converting into biochar. This is due to the fact that during charring, hemi-cellulose will first decompose followed by cellulose and lastly lignin [10, 11]. Aliphatic carbon in biomass is first converted to fused-ring aromatic carbon during charring then only the aromatic carbon will lose to volatilisation. Lignin contains more aromatic carbon than cellulose and hemi-cellulose hence biomass with higher lignin content will decompose slower and have higher carbon yield [9].

To utilise rice husk as biochar in DCFC, the factors that affect the electrochemical performances must be investigated. For biochar, high fixed carbon, high surface area, amorphous, low ash content, low sulphur content are important factors that contribute to the performance of DCFC. Previous studies showed that biochar with high fixed carbon and low ash content showed higher performance. High fixed carbon is important to ensure constant fuel supply for electrochemical reactions while low ash content can prevent the ashes from building up a barrier that prevents further oxidation of biochar [12].

It is also important that the type of fixed carbon of a biochar has is amorphous. The carbon atoms on an amorphous structure can be released more easily during electrochemical reactions which enhances the electrochemical performances. Graphitic carbon has higher thermal and electrical conductivity since the structure of graphitic carbon is more connected. However, recent studies showed that thermal and electrical conductivity may not be an important factor of DCFC performance as the reactivity of the carbon fuel has more effects on DCFC performance [8]. Another factor which is also the reason that amorphous carbon is better is high surface area. As analysed using Brunauer-Emmett-Teller (BET) surface area analysis, amorphous carbon has higher surface area compared to graphitic carbon [13, 14]. Higher surface area increases the chances of oxygen ions to react with the carbon atoms of a biochar. Some studies had concluded that surface area increases DCFC performance [8, 13]. However, study by Halouani et al. [15] on biochar derived from almond shell had showed high performances regardless of the low surface area. Sulphur may cause degradation of Ni-YSZ cermet of anode of DCFC through bulk sulfidation therefore low sulphur content of biochar is important [16].

Previous studies had carried out chemical treatments to remove ash from biomass or biochar since a high quality biochar has low ash content. A few studies by
Markovska et al. [17] and Johar et al. [18] showed that NaOH treatment on rice husk can effectively remove ash as the ashes of rice husk contain mainly silica which is reactive with NaOH.

\[
\text{SiO}_2 + 2\text{NaOH} \rightarrow \text{Na}_2\text{SiO}_2 + 2\text{H}_2\text{O}
\]

The carbon percentages and surface areas also increased as a result of ash removal [17, 19].

The most important factor that affects DCFC performances during the operation of DCFC is temperature. Most of the researches on DCFC had investigated and showed that temperature affected DCFC performances greatly. DCFC performances increased as operation temperature increased due to higher utilisation rate of rice husk-derived biochar [20, 21].

Hence, the area investigated in this study is to utilise both untreated and pre-treated biochar derived from rice husk as fuel source for DCFC test. In this study, the properties change in the biochar due to chemical treatment will provide an insight on its effect on the DCFC performance. Also, this study will be able to provide the researchers in this area on the understanding of the effect of operating temperature of the DCFC utilising biochar derived from rice husk; that is yet investigated thus far based on our best knowledge. In a bigger picture, this research will show the potential of rice husk-derived biochar as carbon fuel in DCFC for electricity generation that is considered as one of the most promising renewable energy source in the future.

2. Methodology

2.1 Materials

Rice husk which is an agricultural waste was collected from Oblique Titi Rice Mill Co., Inc., Perak, Malaysia. NaOH was provided by Friedemann Schmidt Chemical, Malaysia.

2.2 Preparation of Rice Husk

Rice husk was washed with water for several times to remove the adhering soil and other present contaminants. The excessive water was drained off and rice husk was placed uniformly on a rectangular tray. Next, the tray with rice husk was placed into an oven (UN75, Memmert, USA) at 105ºC for 24h to remove moisture following ASTM D2867-09 standard [22]. Rice husk was grounded using a grinder (JK-SG-160, KGC Scientific) and sieved into particles of 0.5-2.0mm using a sieve shaker (RX-812-1, Tyler). The rice husk powder produced was kept in a sealed container.

2.3 Pre-treatment of Rice Husk

NaOH solution was prepared with concentration of 0.4M and volume of 150ml in a 250ml round bottom flask. Rice husk powder was weighed 15g and added into the round bottom flask. Subsequently it was soaked in the NaOH solution under stirring condition at temperature of 60ºC for 4h [23] using a hotplate stirrer (IKAC-MAG HS 7S2, Applab Sainifik). The pre-treated rice husk powder was separated from the NaOH solution by filtration and washed with distilled water around five times until pH 7 in the washed solution was obtained using a pH meter (pH211-M446321, Hanna Instruments, USA). Pre-treated rice husk powder was then dried again in the oven (UN75, Memmert, USA).
USA) following the same ASTM D2867-09 standard at 105°C for 24h to remove moisture [17].

2.4 Pyrolysis

A laboratory scale pyrolysis reactor was used to pyrolyse rice husk powder. The reactor is 1m length by 0.08m internal diameter with a furnace (HST 12/400, Carbolite) for heating. Two alumina crucibles were used to hold around 10-11g pre-treated rice husk powder or around 15g untreated rice husk powder [24]. The rice husk powder was pyrolysed with a heating rate of 5°Cmin⁻¹ to temperature of 500°C and held for 1h [24, 25, 26]. Pyrolysis was carried out in a non-oxidative atmosphere using nitrogen as the purge gas with a flow rate of 1Lmin⁻¹. Nitrogen was introduced into the pyrolysis reactor 10 minutes before the commencement of heating to purge away the oxygen. The biochar produced was collected after cooling.

2.5 Characterisation of Biochar

2.5.1 Elemental Composition Analysis

An elemental composition analyser (Elementar vario MACRO Cube) was used to determine the elemental composition of both pre-treated and untreated biochar derived from rice husk including carbon, hydrogen, nitrogen and sulphur. The methods used for the analysis were combustion method and Dumas method (standard method).

2.5.2 BET Surface Area Analysis

Around 0.285g of pre-treated and untreated biochar derived from rice husk were degassed at 300°C for 5h and sent to the 77K N₂ adsorption measurement using Quantasorb SI Instrument (Quantachrome, USA) [27].

2.5.3 Thermogravimetric Analysis (TGA)

Thermogravimetric analysis (TGA) was carried out in a thermogravimetric analyser (STA 6000, Perkin Elmer) to observe the weight loss of both pre-treated and untreated biochar derived from rice husk in non-oxidative atmosphere which is pure nitrogen environment with nitrogen flow rate of 0.05Lmin⁻¹. The heating of biochar was conducted from room temperature to 800°C at a heating rate of 5°Cmin⁻¹ [28].

2.6 DCFC Setup

A button cell DCFC was placed in a fuel cell stack as shown in Fig. 1 to conduct experiments to measure the electrochemical performance of biochar derived from rice husk in DCFC. The active reaction area of the button cell was 1.25cm². In the anode, nitrogen was used to create a non-oxidative atmosphere while in the cathode, purified air was supplied to allow electrochemical reactions to occur. Experiment was started by heating the DCFC with the biochar derived from rice husk on top of it to the desired temperature using a furnace (HST 12/400, Carbolite) with a heating rate of 10°Cmin⁻¹ and held at the desired temperature for 1h to ensure the measurements could all be done. Biochar loading in the DCFC was 0.1g [1, 29].
2.7 Electrochemical Characterisation

The electrochemical performance tests were conducted with 6 sets of samples and they were pre-treated (Sample A) and untreated (Sample B) biochar derived from rice husk with temperatures of 550°C, 650°C and 750°C. A potentiostat (Gamry Interface 1000, Gamry Instruments, USA) was used to conduct open circuit potential measurement which measures the starting voltage of the DCFC produced by the electrochemical reactions of biochar derived from rice husk at the desired measurement temperature. Table 1 showed the experiment sets.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Temperature</th>
<th>550°C</th>
<th>650°C</th>
<th>750°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A1</td>
<td>A2</td>
<td>A3</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>B1</td>
<td>B2</td>
<td>B3</td>
<td></td>
</tr>
</tbody>
</table>

3. Results and Discussions

3.1 Weight Loss

Table 2 showed the weight loss of pre-treated and untreated biochar derived from rice husk before and after NaOH treatment and pyrolysis. For NaOH treatment of rice husk, there were four runs to ensure repeatability of the study. The four runs showed that the rice husk decreased to around 10-11g from 15g after the NaOH
treatment which was around 74.52% of solid yield. This was in good agreement with the study done by McKay et al. [23] that the same NaOH treatment condition had achieved a solid yield of 79%. This also meant that the ash removed could be around 25.48%. After the treated rice husk had undergone pyrolysis, the biochar yield was found to be 35.52% which is slightly lower than 39.49% biochar yield of untreated rice husk. The biochar yield of untreated rice husk after pyrolysis, 39.49% was in good agreement with the study of Windeatt et al. [24] that the rice husk had biochar yield of 39%. This showed that as the ash was removed, the carbon structure of treated rice husk might be decomposed comparing to untreated rice husk thus reducing the biochar yield.

Table 2. Weight loss of pre-treated and untreated biochar derived from rice husk before and after NaOH treatment and pyrolysis.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Weight (g)</th>
<th>Untreated</th>
<th>Pre-treated</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>NaOH Treatment</td>
<td>-</td>
<td>15.01</td>
<td>14.99</td>
<td>15.01</td>
</tr>
<tr>
<td>Before Pyrolysis</td>
<td>15.00</td>
<td>11.26</td>
<td>10.69</td>
<td>11.15</td>
</tr>
<tr>
<td>Solid Yield (%)</td>
<td>-</td>
<td>75.02</td>
<td>71.31</td>
<td>74.28</td>
</tr>
<tr>
<td>After Pyrolysis</td>
<td>5.92</td>
<td>3.82</td>
<td>3.83</td>
<td>4.10</td>
</tr>
<tr>
<td>Biochar Yield (%)</td>
<td>39.49</td>
<td>33.93</td>
<td>35.83</td>
<td>36.77</td>
</tr>
</tbody>
</table>

The ash removal efficiency was determined by knowing the ash content of the biochar produced using TGA. The solid yield of NaOH treated rice husk was 74.52%, the biochar yield was 35.52% while TGA determined that the ash content of the pre-treated biochar was 14.903%. After multiplying all the percentages together, it was shown that the ash not removed by NaOH treatment was around 3.94% of rice husk. The ash removed was around 25.48% of rice husk and this determined that the total ash was 29.42% while the ash removal efficiency was around 86.61% which was acceptable but could be further optimized as the ash removal efficiency of the research of McKay et al. [23] could reach 93%.

3.2 Elemental Composition Analysis

The results of elemental composition analysis in Table 3 showed that the carbon composition of biochar derived from rice husk increased from 55.617% to 70.632% after NaOH pre-treatment was carried out. The reason was NaOH pre-treatment had successfully removed considerably amount of ashes from rice husk and therefore the carbon composition increased [17, 23]. It could be suggested that biochar derived from rice husk might present a good carbon fuel from the results of elemental composition analysis. The hydrogen composition of pre-treated biochar derived from rice husk was also more than untreated biochar derived from rice husk. The results aligned with previous study [17, 23] that the composition of carbon and hydrogen also increased after the rice husk had been treated with NaOH.

There were several studies in the past investigated on the effect of NaOH on the nitrogen composition and sulphur composition. However, it could be seen that the composition of nitrogen and sulphur had decreased after NaOH pre-treatment. It was possible that sulphur and nitrogen were connected with ashes hence they decreased when the ashes were removed. High sulphur content could cause permanent
degradation of Ni-YSZ cermet via bulk sulfidation. The sulphur easily reacted with nickel, forming nickel sulphide with lower thermal stability [16]. It had been showed by Cherepy et al. [30] that sulfidation decreased DCFC performance as represented by decrease of carbon discharging rate and increase of cell resistance. However, generally biomass had low sulphur content [24].

Table 3. Elemental composition analysis of pre-treated and untreated biochar derived from rice husk.

<table>
<thead>
<tr>
<th>Element</th>
<th>Composition (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Untreated</td>
</tr>
<tr>
<td>Carbon</td>
<td>55.617</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>2.879</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>2.613</td>
</tr>
<tr>
<td>Sulphur</td>
<td>0.042</td>
</tr>
</tbody>
</table>

3.3 BET Surface Area Analysis

Table 4. BET surface area analysis of pre-treated and untreated biochar derived from rice husk compared with literature results.

<table>
<thead>
<tr>
<th>Biochar</th>
<th>BET Surface Area (m²/g)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wood-chips</td>
<td>544</td>
<td>[13]</td>
</tr>
<tr>
<td>Charcoal</td>
<td>729</td>
<td>[13]</td>
</tr>
<tr>
<td>Carbo medicinalis</td>
<td>1249</td>
<td>[13]</td>
</tr>
<tr>
<td>Graphitic Carbon</td>
<td>39</td>
<td>[8]</td>
</tr>
<tr>
<td>Carbon Black</td>
<td>118</td>
<td>[8]</td>
</tr>
<tr>
<td>Activated Carbon</td>
<td>1241</td>
<td>[8]</td>
</tr>
<tr>
<td>Almond Shell</td>
<td>30.35</td>
<td>[15]</td>
</tr>
<tr>
<td>Untreated Rice Husk</td>
<td>21.2965</td>
<td>This study</td>
</tr>
<tr>
<td>Pre-treated Rice Husk</td>
<td>11.0523</td>
<td>This study</td>
</tr>
</tbody>
</table>

It could be seen from Table 4 that the surface area of the biochar derived from rice husk was the lowest compared to other biochar or carbons. The nearest value were seen on biochar derived from almond shell and graphitic carbon. Zhu et al. [8] had showed that graphitic carbon has lower open circuit potential compared to carbon black or activated carbon which have higher surface area. In contradiction, study by Halouani et al. [15] on biochar derived from almond shell had showed that the open circuit potential was still relatively high around 1.0-1.1V regardless of the low surface area. Comparing the surface area of untreated and pre-treated biochar derived from rice husk, it was found that the untreated biochar had higher surface area compared to pre-treated biochar. NaOH treatment should increase surface area of biochar as the ash was removed from the structure of the biochar however our experimental results showed a lower value possibly attributed to the simultaneous decomposition of biochar with ash. This was because the decomposed organic matter may blocked the pores and caused the biochar to have lower surface area [31].

3.4 Thermogravimetric Analysis (TGA)
Thermogravimetric analysis (TGA) had been conducted for both pre-treated and untreated biochar derived from rice husk in nitrogen environment. Two main stages of mass release could be observed in Fig. 2. The first stage was release of moisture from room temperature to around 150ºC [17]. It could be seen that the pre-treated biochar derived from rice husk had only 1.979% of moisture, which was lower than the moisture of untreated biochar derived from rice husk around 5.078%. This might be due to removal of some hemicellulose and cellulose which had more hydrophilic tendencies compared to hydrophobic lignin in NaOH pre-treatment together with ash which allowed the moisture in pre-treated biochar derived from rice husk to be easily released during the drying process after NaOH pre-treatment [32].

The second stage was release of volatile matters around 300-700ºC which the main structure of biochar derived from rice husk was destructed during this stage. The residue left after this stage was ash [15, 17, 33]. The composition of fixed carbon is unable to be determined in a non-oxidative atmosphere as it was released with volatile matters during the second stage [17, 33]. It was shown that pre-treated biochar derived from rice husk had only 14.92% of ashes. The ash content of untreated biochar derived from rice husk was not measurable as it did not fully decomposed before TGA was finished.

![Thermogravimetric Analysis (TGA)](image)

Figure 2. Thermogravimetric analysis (TGA) of pre-treated and untreated biochar derived from rice husk.

During second stage, untreated biochar derived from rice husk had a lower weight loss rate compared to pre-treated biochar derived from rice husk which the pre-treated biochar derived from rice husk started to decompose around 378.94ºC while the untreated biochar derived from rice husk started to decompose only around 431.54ºC. The phenomena may be caused by the high ash content of untreated biochar derived from rice husk which a barrier was formed by ashes on top of the biochar at early stage that prevents the biochar from further decomposition throughout TGA [12]. Markovska
et al. [17] had obtained similar results in their research. It can be also be observed from Fig. 2 that the pre-treated biochar derived from rice husk had been destructed completely before 800ºC and this justified the reason that the DCFC experimental temperatures were set at 550ºC, 650ºC and 750ºC.

Table 5. Moisture, volatile matters and ash of pre-treated and untreated biochar derived from rice husk compared with literature results.

<table>
<thead>
<tr>
<th>Carbon Fuel</th>
<th>Moisture (%)</th>
<th>Volatile Matter (%)</th>
<th>Ash (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphitic Carbon</td>
<td>3.00</td>
<td>96.00</td>
<td>1.00</td>
<td>[8]</td>
</tr>
<tr>
<td>Carbon Black</td>
<td>3.50</td>
<td>96.00</td>
<td>0.50</td>
<td>[8]</td>
</tr>
<tr>
<td>Activated Carbon</td>
<td>6.80</td>
<td>93.00</td>
<td>0.20</td>
<td>[8]</td>
</tr>
<tr>
<td>Corn Cob</td>
<td>4.00</td>
<td>92.02</td>
<td>3.98</td>
<td>[21]</td>
</tr>
<tr>
<td>Almond Shell</td>
<td>2.50</td>
<td>90.50</td>
<td>7.00</td>
<td>[15]</td>
</tr>
<tr>
<td>Untreated Rice Husk</td>
<td>5.70</td>
<td>47.30</td>
<td>47.00</td>
<td>[24]</td>
</tr>
<tr>
<td>Pre-treated Rice Husk</td>
<td>5.08</td>
<td>80.01</td>
<td>14.91</td>
<td>This study</td>
</tr>
<tr>
<td>Untreated Rice Husk</td>
<td>1.98</td>
<td>-</td>
<td>-</td>
<td>This study</td>
</tr>
</tbody>
</table>

It was observed in Table 5 that biochar derived from rice husk had higher ash content compared to other carbon fuels. However, it was also seen that biomass has higher ash content than general carbons like carbon black. It was reasonable that the biochar derived from rice husk had such high ash content as the rice husk had high ash content around 19.6% from literature [24] and around 29.42% from this study. This was the main reason NaOH treatment must be carried out for rice husk. Although the ash content of untreated biochar derived from rice husk was undetermined in this research, the ash content of untreated biochar was determined to be 47% from literature [24] while the rice husk had lower ash content of 19.6%. With a higher ash content of 29.42% in rice husk, the pre-treated biochar had a significantly lowered ash content of only 14.91% after NaOH pre-treatment. The volatile matter percentage (including fixed carbon) of untreated biochar was only 47.30% from literature [24] which was less promising to be used in DCFC as the carbon might not be enough to have sufficiently high electrochemical performance. For pre-treated biochar in this study, the volatile matter content was quite near to other carbon fuels which might also meant electrochemical performance could be comparable.

3.5 Open Circuit Potential (OCP)

Fig. 3 displayed a graph of OCP against temperature of both pre-treated and untreated biochar derived from rice husk. OCP measured here should be in negative values which meant that the more negative the OCP value was, the better the electrochemical performance. It could be observed that OCP increased as temperature increased for both pre-treated and untreated biochar derived from rice husk. This could be explained by the fact that the reactivity of the electrodes sites increased as temperature increased thus enhancing the anodic reaction kinetics [15].
Figure 3. Open circuit potential (OCP) of pre-treated and untreated biochar derived from rice husk against temperature from 500-750°C.

The OCP measured at desired temperatures and the weight of residue after measurements were tabulated in Table 6. The OCP values were tabulated in absolute values. This further proved that OCP increased with temperature. It could be observed that both pre-treated and untreated biochar derived from rice husk had similar OCP at high temperatures of 650-750°C. This might showed that the surface area and ash content of biochar did not actually affect its performances in DCFC at high temperatures instead only low temperatures. Another reason might be the scale of the experiment was not large enough to observe the effects of the two factors on performances of biochar in DCFC. However, it was showed that pre-treated biochar derived from rice husk had higher OCP of 845.0mV at 750°C compared to OCP of 806.7mV of untreated biochar derived from rice husk. The OCP of the pre-treated biochar derived from rice husk was 845.0mV, around 60-70% of the OCP of carbon black at 750°C, 1.26V [8]. It was also quite similar to the OCP values of wood chips and corn cob biochar of 860.0mV and 900.0mV respectively [13, 21]. The residue weight of pre-treated biochar derived from rice husk had always been higher than untreated biochar derived from rice husk except for when the temperature is 750°C. This could be explained by TGA results earlier which the pre-treated biochar derived from rice husk had completely decomposed around 700°C therefore the residue weight was less than untreated biochar derived from rice husk at 750°C.

OCP did not only increase as temperature increased, it also increased over time isothermally as shown in Fig. 4 and Fig. 5. As mentioned earlier, the more negative the OCP values were, the better the electrochemical performance. The reason of this phenomena was because more carbon reacted electrochemically over time and as long as the carbon did not completely reacted, the OCP continued to increase. OCP against time of pre-treated biochar derived from rice husk at 750°C showed a decreasing trend since the pre-treated biochar derived from rice husk should have reacted completely at 750°C as shown in TGA results earlier. OCP at 550°C is very low even against time as the temperature of 550°C was not enough to fully utilise the rice husk-derived biochar. The rice husk-derived biochar consisted of mostly carbons formed from lignin or some undecomposed lignin contents. Lignin decomposed more slowly at low temperatures
therefore at 550ºC, the lignin or the aromatic carbons formed by lignin may not be able to fully decompose even over a long period [34].

Table 6. OCP and residue weight of pre-treated and untreated biochar derived from rice husk at desired temperature.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Temperature</th>
<th>550°C</th>
<th>650°C</th>
<th>750°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-treated OCP (V)</td>
<td></td>
<td>0.3113</td>
<td>0.6869</td>
<td>0.8450</td>
</tr>
<tr>
<td>Pre-treated Residue (g)</td>
<td></td>
<td>0.092</td>
<td>0.088</td>
<td>0.016</td>
</tr>
<tr>
<td>Untreated OCP (V)</td>
<td></td>
<td>0.3246</td>
<td>0.6377</td>
<td>0.8067</td>
</tr>
<tr>
<td>Untreated Residue (g)</td>
<td></td>
<td>0.087</td>
<td>0.073</td>
<td>0.052</td>
</tr>
</tbody>
</table>

Figure 4. OCP of pre-treated biochar derived from rice husk against time at desired temperatures.
Figure 5. OCP of untreated biochar derived from rice husk against time at desired temperatures.

Table 7. Electrochemical performance of pre-treated and untreated biochar derived from rice husk compared with other carbon fuels at 750°C.

<table>
<thead>
<tr>
<th>Carbon Fuel</th>
<th>BET Surface Area (m²g⁻¹)</th>
<th>Volatile Matter (%)</th>
<th>Performance</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphitic Carbon</td>
<td>39</td>
<td>96.00</td>
<td>OCP = 1.05V</td>
<td>[8]</td>
</tr>
<tr>
<td>Carbon Black</td>
<td>118</td>
<td>96.00</td>
<td>OCP = 1.26V</td>
<td>[8]</td>
</tr>
<tr>
<td>Activated Carbon</td>
<td>1241</td>
<td>93.00</td>
<td>OCP = 1.34V</td>
<td>[8]</td>
</tr>
<tr>
<td>Corn Cob Biochar</td>
<td>-</td>
<td>92.02</td>
<td>OCP = 1.05V</td>
<td>[21]</td>
</tr>
<tr>
<td>Almond Shell Biochar</td>
<td>30.35</td>
<td>90.50</td>
<td>OCP = 1.025V</td>
<td>[15]</td>
</tr>
<tr>
<td>Untreated Rice Husk</td>
<td>21.30</td>
<td>-</td>
<td>OCP = 0.8067V</td>
<td>This study</td>
</tr>
<tr>
<td>Biochar</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-treated Rice Husk</td>
<td>11.05</td>
<td>80.01</td>
<td>OCP = 0.8450V</td>
<td>This study</td>
</tr>
</tbody>
</table>

Table 7 displayed the electrochemical performances of pre-treated and untreated biochar derived from rice husk together with other carbon fuels at 750°C. It could be observed that activated carbon had the highest BET surface area and also highest OCP of 1.34V compared to carbon black and graphitic carbon. Corn cob and almond shell biochar had similar OCP to graphitic carbon which they may be graphitic considering the BET surface areas and OCP. Biochar derived from rice husk had the lowest OCP compared to other biochar and carbon fuels and this is explainable with the lowest surface area and volatile matter content. However, the OCP was around 60-70% of carbon black which means that it had the potential to be fuel in DCFC. The OCP results of pre-treated and untreated biochar also showed that the BET surface area may not be that important in some circumstances compared to ash content as the OCP of pre-treated biochar with lower surface area but lower ash content is higher than the OCP of untreated biochar with higher surface area but higher ash content.

4. Conclusion

This study had showed that NaOH was able to achieve 86.61% of ash removal in treatment of rice husk. However, after pyrolysis, pre-treated biochar derived from rice husk had lower biochar yield of 35.52% compared to untreated biochar with biochar yield of 39.49% due to simultaneous decomposition of biochar which the organic matter may blocked the pores. This also caused pre-treated biochar derived from rice husk to have a lower surface area compared to untreated biochar in BET surface area analysis. Elemental composition analysis had showed that the percentages of carbon and hydrogen of pre-treated biochar derived from rice husk increased after NaOH pre-treatment when compared to untreated biochar. It was observed that pre-treated biochar had ash content of 14% from TGA while the ash content of untreated biochar was undetermined in TGA due to incomplete decomposition caused possibly by ash accumulation. OCP of pre-treated and untreated biochar derived from rice husk
increased against temperature and time while the OCP of pre-treated biochar was slightly higher than untreated biochar. The OCP showed that the BET surface area might not be important in some circumstances. The OCP of biochar derived from rice husk was around 60-70% of the OCP of carbon black and this proved the potential of utilising rice husk as biochar in DCFC for the purpose of producing environmental friendly energy.

For future study, the operating conditions of pyrolysis and NaOH treatment can be further optimised to produce biochar with relatively high yield and carbon percentage. More analysis to characterise the biochar can be conducted such as scanning electron microscopy (SEM) or x-ray power diffraction (XRD) to understand the morphology, crystalline structure and atomic spacing of the biochar to give more explanations on the electrochemical performance in DCFC. The power density of biochar derived from rice husk in DCFC can be investigated besides measuring the open circuit potential (OCP). The electrochemical impedance spectroscopy (EIS) can also be conducted to understand the effect of resistances on the DCFC performance. Other factors that affect DCFC performances such as gas flow rate can also be investigated. Gas can be collected from the DCFC and measured to ensure that the concentration of carbon dioxide released in DCFC is low. The structure of DCFC, whether planar or tubular can be investigated and compared on their utilisation of biochar.
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Abstract

Proportional-Integral (PI) controller consists of both proportional and integral parameters which enable the controller to eliminate error in the response of a control system. However, PI controller always accompanied by long settling time and oscillation in its response due to the windup phenomenon. Windup occurs when the controller output transcended the limit of the system actuator and the control is under saturated state. The control system will unable to react and respond to the incoming error signal. This uncontrollable state introduces performance deterioration and even instability in the system. Many anti-windup controllers have been established to overcome windup such as the Steady-state Integral Proportional Integral Controller (SIPIC). SIPIC is a robust controller with tuning gain decoupling feature which was developed through the generic control template. The control template can be used to design any PI related controller. This research aims to develop another anti-windup PI controller that is able to lessen the theoretical treatment of the windup phenomenon from the control template. It was observed that the existing anti-windup methods tend to apply the adaptive control switching mechanism that require switching control methods between non-saturation and saturation range whereas the proposed anti-windup PI controller does not require adaptive control. The speed control performance of the proposed anti-windup PI controller is compared with the conventional PI controller through hardware simulation by using Scilab/Scicoslab version 4.4.1 software. The parameter specification was identified through system identification of a direct current motor. The proposed anti-windup PI controller shows better performance improving and eliminating the drastic high overshoot, settling time and rise time as compared to the conventional PI controller. Therefore, this research is able to contribute to the body of knowledge as the proposed anti-windup PI controller can be an alternative controller in industrial motor application.

Keywords: Anti-windup, PI controller, parameter tuning, steady state, speed control.
1. Introduction

Proportional-integral (PI) controller remain the widely used closed-loop controller among researchers in industrial application because PI controller is easy to implement and able to provide satisfying result. PI controller is able to eliminate the errors or disturbance in a system but subjected to oscillating response, tremendous overshoot and prolonged settling time [1]. This unfavorable response is due to the windup phenomenon which can even cause speed response instability besides the high overshoot and long settling time [2, 3]. Windup happened when a control system operates in a nonlinear region in which the controller output transcended the limit of the system actuator. The system will be unable to continuously detect the error signal in the system and provide necessary changes in the control when the control system falls into this saturated state. Windup phenomenon will cause physical degradation or damage to the system and soon leading to system malfunction [4].

Anti-windup was commonly used in control system to resolve system performance and stability deterioration especially for linear systems due to windup [5]. Anti-windup control works in ensuring the control output to stay within the limit of the system input. Anti-windup controller allows the control state regains its linear or non-saturated control as soon as possible when falls into the saturation region. The control system is saturated when the control output exceed the limiter range [5].

There are various type of anti-windup PI controllers proposed by control engineers. These controllers can be categorised to three main scheme type which is conditional integral (CI) scheme, tracking back calculation (TBC) scheme and integral state prediction (ISP) scheme. All controllers consist their very own mathematical equation and the construction of the components for the controller. It allows the controller to be presented in the form of a block diagram. Furthermore, the mathematical formula reduced the challenges in the theoretical treatment of the anti-windup phenomenon in PI controller.

In this paper, a new anti-windup PI controller for motor speed application is proposed. The existing anti-windup involves adaptive control which switches control operation when the control state crosses between linear range and saturation range whereas the proposed anti-windup PI controller does not require such switching mechanism. Switching in an operating system will most likely cause system instability and affect the system performance as well. The proposed anti-windup PI controller is a robust controller without the need of switching and equipped with tuning gain decoupling feature which is able to prevent the weaknesses and system instability caused by adaptive control switching.

This paper is organized in 5 sections. Section 1 is the introduction to topic. Section 2 presents the existing anti-windup controller schemes. Section 3 is the introduction to the proposed new anti-windup controller for motor speed application. Section 4 shows the simulated results of the newly proposed anti-windup controller. Section 5 is the conclusion for the research.
2. Introduction and Comparison of Existing Anti-windup Controller Schemes

Proportional-Integral (PI) controllers are widely used nowadays for motor control system due to its simplicity in application. There are consequences for PI controller where the controller can result in a higher overshoot and longer settling time which may lead to system degradation [6]. Therefore, many research on anti-windup PI controller were done in the past and three schemes of anti-windup controller that are applied most often are summarised. They are conditional integral (CI) scheme, tracking back calculation (TBC) scheme and integral state prediction (ISP) scheme. These schemes have a common behavior where they alters the integral control during saturation whereas it switches back to the conventional PI controller under non-saturation. Steady-state integral proportional integral controller (SIPIC) is a recent anti-windup controller which require no switching mechanism.

2.1 Conditional Integral (CI) scheme

A few switching method was done in the past and the most common for CI schemes is to turn off the integration mode of the controller saturation point. However, the integral action will be excluded if the control input reaches saturation together with proportional control being activated. The PI control is only effective below saturation point. Therefore, the controller input must be within the limit of saturation in order to obtain the most effective performance [7-9].

Conditional integral scheme uses the saturation range and linear range of the controller as trigger to switch the integral action on or off. It can be simplified below in equation (1) where \( \dot{q}, e, u \) and \( v \) denotes first derivative integral state, error signal, controller output and plant input respectively [10].

\[
\dot{q} = \begin{cases} 
  e & \text{if } u = v \\
  0 & \text{if } u \neq v
\end{cases}
\]  

This method is able to produce non-overshoot performance. However, it is challenging in deciding and select the gain to fulfill performance of an anti-windup and large integral value when plant input and controller output are different [7, 10]. The block diagram of anti-windup controller using conditional integral scheme is shown in Figure 1 where \( \omega_r^*, \omega_r, s, k_p, k_i, T_L, k_T, J \) and \( B \) are denoted as set reference of motor rotational speed, motor rotational speed, Laplace domain, proportional gain, integral gain, external load, torque constant, moment of inertia of motor and viscous damping coefficient [8].

![Figure 1. Conditional integral scheme anti-windup controller [8].](image-url)
2.2 Tracking Back Calculation (TBC) scheme

Tracking back calculation is also a method that are widely used by the control engineers to develop anti-windup controller in the past and Figure 2 shows the block diagram of this scheme [9]. As shown in Figure 2, the difference between non-saturated and saturated signal is identified and the error is being integrated in order to provide feedback for better control in the saturation range in equation (2):

\[
\dot{q} = \begin{cases} 
  e & \text{if } u = v \\
  e - k_a(u - v) & \text{if } u \neq v
\end{cases}
\]

(2)

The advantage of this scheme is that a large range of gain, \(k_a\) can be chosen as it is able to limit the integrator of the controller. However, error might occur when the chosen gain is too high and cause integrator to be reset by affecting the saturation of the controller. This scheme also bears the high risk of experiencing speed error when proportional integral (PI) is activated [9].

Figure 2. Tracking back calculation scheme anti-windup controller [9].

2.3 Integral State Prediction (ISP) scheme

The other anti-windup scheme is the integral state prediction (ISP) and the block diagram for its controller is shown in Figure 3 [11-12]. The integrator value of this controller is restricted using a large gain in the feedback of the control so that the controller is in linear range. This controller can function in two range which is linear and saturation range. The error from the output is connected directly to the integrator input to function as a feedback in linear range whereas integral state is reset to the steady state according to the system prediction as shown in Figure 3 at the state shown in equation (3) [10]:

\[
\dot{q} = \begin{cases} 
  e & \text{if } u = v \\
  \omega_i(q_{ss} - q) & \text{if } u \neq v
\end{cases}
\]

(3)

Where \(\omega_i\), \(q_{ss}\) and \(\tau_m\) denotes the positive parameter of the low pass filter, the integral value at steady state and time constant.
Integral state loading time plays a significant role in allowing the controller to achieve a desired performance outcome. The integral state loading time is required to be a step ahead of the system dynamic so that the performance can be maintained at the top desired point [10, 12].

2.4 Comparison of Anti-windup schemes

Table 1 shows the advantages and disadvantages of the existing anti-windup schemes. The exiting anti-windup controllers have their very own integral control and it is shown in Table 2. Table 2 also shows the integral control of the controllers under different states. Based on Table 2, the existing anti-windup controller are applying the adaptive control which switches for the controller back to conventional PI controller under unsaturated state. The functionality of the existing anti-windup controllers are limited only to saturation state and switching schemes at different states will eventually cause system to be unstable.

Table 1. Comparison of anti-windup schemes.

<table>
<thead>
<tr>
<th>Controller Scheme</th>
<th>Switching</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditional Integration (CI)</td>
<td>Yes</td>
<td>• No overshoot speed response performance.</td>
<td>• Integral will be large when the value of controller output is different from plant output.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Effective when control input within saturation limit.</td>
<td>• Difficult to choose value of gain.</td>
</tr>
<tr>
<td>Tracking Back Calculation (TBC)</td>
<td>Yes</td>
<td>• Large range of anti-windup gain alteration.</td>
<td>• Error will occur if the gain is too big.</td>
</tr>
<tr>
<td>Integral State Prediction (ISP)</td>
<td>Yes</td>
<td>• Improve overshoot.</td>
<td>• High risk of speed error.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Functioning well in both linear and saturation range.</td>
<td>• Integrator value is limited by feeding control back into linear state.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Steady state value is predicted to prevent state change.</td>
<td>• Derivation function is constraining the bandwidth of low-pass filter.</td>
</tr>
</tbody>
</table>
Table 2. Integral control comparison of the existing anti-windup schemes and conventional PI under different state.

<table>
<thead>
<tr>
<th>Controller Scheme</th>
<th>Integral control under saturated state</th>
<th>Integral control under unsaturated state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional PI controller</td>
<td>$e$</td>
<td>$e$</td>
</tr>
<tr>
<td>Conditional Integration (CI)</td>
<td>$0$</td>
<td>$e$</td>
</tr>
<tr>
<td>Tracking Back Calculation (TBC)</td>
<td>$e - k_d(u - v)$</td>
<td>$e$</td>
</tr>
<tr>
<td>Integral State Prediction (ISP)</td>
<td>$\omega_l(q_{ss} - q)$</td>
<td>$e$</td>
</tr>
</tbody>
</table>

2.5 Steady-state Integral Proportional Integral Controller (SIPIC)

SIPIC is a robust controller which is able to overcome the instability caused by the adaptive control switching mechanism of the other anti-windup controllers stated in Table 1. SIPIC has the tuning gain decoupling feature which was developed through the generic control template stated in equation (4) [13, 14].

$$\frac{q_{ss}}{s} - Q(s) = A s^n f(s) + C$$  \(4\)

$A$ and $C$ indicate constant value, $f(s)$ as the Laplace function, $Q(s)$ as the Laplace form of integral state and $n$ is a non-negative value [14].

3. Proposed Anti-windup PI Controller

A new anti-windup PI controller is proposed according to the generic control template similar to SIPIC which is able to produce a satisfying result with no overshoot. The proposed anti-windup PI controller performance are validated in motor speed control. A conventional PID controller is composed by equation (5).

$$u = k_p e + k_i q + k_d \dot{e}$$  \(5\)

Equation (5) shows a combination of proportional, integral and derivative parameters in a PID controller. $u$, $k_p$, $e$, $k_i$, $q$, $k_d$ and $\dot{e}$ denotes controller output, proportional gain, error, integral gain, integral state, derivative gain and derivative error.

A speed motor is usually constructed by controlling the inner current where the dynamic of motor is in view of the loading effect shown in equation (6) [13]. $T_i$, $\omega_r$, $\tau_m$ and $v$ is denoted as external torque or disturbance, rotational motor speed, time constant and plant input respectively.

$$\frac{d\omega_r}{dt} = -\frac{\omega_r}{\tau_m} + k_t v - T_i$$  \(6\)

The difference between the current motor speed and the speed at set reference, $\omega_r^*$ shows the error in the closed loop system shown in equation (7):
The speed of motor, \( \omega_r \) remain unchanged, error is excluded and plant input is \( k_i q_{ss} \) at steady state where \( q_{ss} \) denotes integral state at steady state. Therefore, \( \frac{d\omega_r}{dt} = 0 \) which direct equation (6) to equation (8) and rearranged as equation (9) to show \( k_i q_{ss} \).

\[
0 = -\frac{\omega_r^*}{\tau_m} + k_i k_i q_{ss} - T_l
\]

\[
k_i q_{ss} = \frac{\omega_r^*}{\tau_m k_i} + \frac{T_l}{k_i}
\]

According to Hoo [14], the error \( e \) and its first derivative \( \dot{e} \) will be zero at steady state whereas \( q \) will be at steady state, \( q_{ss} \). The error of the system or disturbance that occurs in the system can be simplified as (10) [15-17]:

\[
\dot{e} = \left( \frac{1}{\tau_m} + k_i k_p \right) e + k_i k_i q - \frac{\omega_r^*}{\tau_m} - T_l
\]

\( \tau_m, \omega_r^*, T_l \) denotes the time constant, rotational speed of motor at set reference. Followed by the steady-state error shown in equation (11):

\[
E(s) = \frac{e(0) + k_i k_i \left( \frac{q_{ss}}{s} - Q(s) \right)}{s + \frac{1}{\tau_m} + k_i k_p}
\]

In order to eliminate windup in a control system, the steady state error should be as low as possible or it should not exist [14]. When the steady-state error is assumed to be zero, the equation is written as equation (12) by limiting \( s \to 0 \).

\[
\lim_{s \to 0} k_i k_i s \left[ \frac{q_{ss}}{s} - Q(s) \right] = 0
\]

The function in bracket leads to a generic form of equation (4) as proposed by Hoo [14]. The possible function for equation (4) is described in equation (13) and equation (14) shows the application of the integral component in the controller. Figure 4 shows the proposed integral component for anti-windup controller referring to equation (9). The proposed controller is shown in Figure 5 where \( k_i, J \) and \( B \) denotes the torque constant, motor’s moment of inertia and viscous damping coefficient. The proposed controller was simulated using Scilab/Scicoslab version 4.4.1 and it shows satisfying result where the control can reach steady state under any circumstances and it took shorter time to reach steady state without high overshoot.

\[
\frac{q_{ss}}{s} - Q(s) = \frac{(s Q(s) - q(0) + E(s))}{k_i}
\]

\[
k_i (q_{ss} - q) = \dot{q} + e
\]
3.1 Characteristic Analysis

From equation (13), the integral component of the proposed PI controller can be presented by equation (15) based on equation (13). The error equation of the proposed PI controller can be obtained by substituting equation (15) into equation (11) which leads to equation (16). The steady state error for the proposed anti-windup controller appeared to be zero when \( s \) approaches zero based on equation (12). The proposed PI controller does not behave like the existing anti-windup schemes which switching back to conventional PI during linear state. This allows the proposed anti-windup PI controller to be free from the disadvantageous effect of adaptive control switching mechanism.

\[
Q(s) = \frac{q(0)+k_i q_{ss}}{s+k_i} E(s) \quad (15)
\]

\[
E(s) = \frac{e(0)(s+k_i) + k_i k_p (q_{ss}-q(0))}{(s+k_i)(s+\frac{1}{\tau_m}+k_i k_p)-k_i k_i} \quad (16)
\]

According to equation (16), the tuning parameters \( k_p \) and \( k_i \) are separated into distinct poles and can be tuned to desired performance with no overshoot while remaining zero steady state error. The proposed anti-windup PI controller is compared with the conventional PI controller with different tuning parameters under different speed. The results are shown in Section 4.
4. Comparison of Simulated Result for Speed Control

In order to verify the concept in the previous section, the performances of the proposed anti-windup PI controller is compared with the conventional PI controller scheme using software Scilab/Scicoslab version 4.4.1. Figure 6 illustrates the hardware simulation block diagram incorporated with the integral component in Figure 4. The hardware simulation was done with the tuning parameters stated in Table 3. The comparison of the controllers was done with different motor speed under different loading conditions. The specification for loading condition is listed in Table 4. The parameters for DC motor speed are tuned referring to the values stated in Table 5 in order to obtain a stable performance.

Figure 6. Block diagram for simulation in Scilab/Scicoslab software

Table 3. Tuning parameters for hardware simulation.

<table>
<thead>
<tr>
<th>Speed, $\omega$</th>
<th>$k_p$</th>
<th>$k_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 rad/s</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>100 rad/s</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>
Table 4. Specification for load condition.

<table>
<thead>
<tr>
<th>Case</th>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>No load</td>
<td>Material</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Moment of inertia</td>
<td>0 kgm²</td>
</tr>
<tr>
<td>Load 1</td>
<td>Material</td>
<td>Mild steel black plating</td>
</tr>
<tr>
<td></td>
<td>Moment of inertia</td>
<td>8.63 x 10⁻⁵ kgm²</td>
</tr>
<tr>
<td>Load 2</td>
<td>Material</td>
<td>Aluminum plating</td>
</tr>
<tr>
<td></td>
<td>Moment of inertia</td>
<td>2.83 x 10⁻⁵ kgm²</td>
</tr>
</tbody>
</table>

Table 5. Parameters for DC motor speed test

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscous damping coefficient, $B$</td>
<td>$2.12 \times 10^{-4}$ kg m²/s</td>
</tr>
<tr>
<td>Inductance, $L$</td>
<td>0.005 H</td>
</tr>
<tr>
<td>Moment of inertia of motor, $J$</td>
<td>$2.14 \times 10^{-5}$ kg m²</td>
</tr>
<tr>
<td>Torque constant, $k_t$</td>
<td>0.09 Nm/A</td>
</tr>
<tr>
<td>Back-emf constant, $k_m$</td>
<td>0.09 Nm/A</td>
</tr>
<tr>
<td>Efficiency, $\eta$</td>
<td>0.8</td>
</tr>
<tr>
<td>Resistance, $R$</td>
<td>$7.8 , \Omega$</td>
</tr>
</tbody>
</table>

The hardware simulation requires a setup of DC servo motor, motor encoder and host computer with Scilab/Scicoslab 4.4.1 software and real time kernel rtai installed under Linux. The details of these setup components are stated in Table 6 to 8.

Table 6. Specification for DC servo motor.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum supply voltage</td>
<td>40 Vdc</td>
</tr>
<tr>
<td>Maximum continuous torque</td>
<td>14 Ncm</td>
</tr>
<tr>
<td>Maximum peak torque</td>
<td>36 Ncm</td>
</tr>
<tr>
<td>Motor voltage constant</td>
<td>10.3 V at 1000 rpm</td>
</tr>
<tr>
<td>Motor torque constant</td>
<td>9.0 Ncm/A</td>
</tr>
<tr>
<td>Mechanical time constant</td>
<td>20 ms</td>
</tr>
<tr>
<td>Rotor inertia</td>
<td>0.214 kg cm</td>
</tr>
<tr>
<td>Terminal resistance</td>
<td>7.8 Ohms</td>
</tr>
<tr>
<td>Rated speed</td>
<td>1600 rpm</td>
</tr>
<tr>
<td>No load speed</td>
<td>2600 rpm @ 24 Vdc</td>
</tr>
<tr>
<td>Rated torque</td>
<td>12 Ncm</td>
</tr>
<tr>
<td>Peak torque</td>
<td>27 Ncm</td>
</tr>
</tbody>
</table>

Table 7. Specification for motor encoder.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of lines</td>
<td>500 lines (2000 @ quad)</td>
</tr>
<tr>
<td>Number of channel</td>
<td>2 channel (A, B)</td>
</tr>
<tr>
<td>Output pulse</td>
<td>5 Vdc</td>
</tr>
<tr>
<td>Supply voltage</td>
<td>$\pm$ 5 Vdc</td>
</tr>
</tbody>
</table>
Table 8. Specification for host computer for DC motor.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>System compatibility</td>
<td>Windows 7 Pro 32/64 bits</td>
</tr>
<tr>
<td></td>
<td>Linux Ubuntu</td>
</tr>
<tr>
<td></td>
<td>Preconfigured for DUAL BOOT</td>
</tr>
<tr>
<td>Software compatibility</td>
<td>Open source scientific software (Scilab/Scicoslab version 4.4.1)</td>
</tr>
<tr>
<td></td>
<td>Matlab/Simulink</td>
</tr>
<tr>
<td>Dual system support</td>
<td>Under same real-time environment, the system could support 2 plants at the same time provided availability of IO ports</td>
</tr>
</tbody>
</table>

4.1 Speed Control under No Load Condition

The conventional PI controller and the proposed anti-windup PI controller was simulated at the motor speed of 100 rad/s as shown in Figure 7. Conventional PI controller is faster integral speed as compared with the proposed anti-windup PI controller which causes overshoot phenomenon to occur in the performance. The proposed anti-windup controller has no overshoot but it has a longer settling time as compared to conventional PI controller.

Figure 7. Comparison of speed control for conventional PI controller (dash-dot line) and proposed anti-windup PI controller (solid line) with changing step input under no load condition (speed = 100 rad/s, \( k_p = 5 \), \( k_i = 10 \)).

The simulation of motor speed control was done with different set of tuning parameters as stated in Table 4. The result of the simulation was summarized in Table 9 in terms of rise time of the signal, settling time and percentage of the overshoot for conventional PI and proposed anti-windup PI controller. The comparison of conventional PI and the proposed anti-windup PI controller was made for the speed of 50 rad/s and 100 rad/s under no load condition. According to Table 9, increasing the value of parameter \( k_p \) and \( k_i \) is able to reduce the rise time and settling time for both the controllers. The rise time and settling time of the proposed anti-windup PI controller is way higher than the conventional PI controller whenever \( k_p \) is 1. Both rise time and settling time are observed to be the same as \( k_p \) and \( k_i \) increases. This is because the
performance of the controller has reached the lowest boundary of rise time and settling time when $k_p$ is tuned to 5 for both speed of 50 rad/s and 100 rad/s. The increment of the parameter $k_p$ and $k_i$ is no longer giving any significant effect on rise time and settling time. However, the occurrence of overshoot still exists and the percentage of having an overshoot increases with the increment in $k_i$ value for conventional PI controller. The proposed anti-windup PI controller does not show any overshoot performance due to the decoupling feature.

Table 9. Performance at 50 rad/s and 100 rad/s under no load condition.

<table>
<thead>
<tr>
<th>Speed, $\omega$ (rad/s)</th>
<th>$k_p$</th>
<th>$k_i$</th>
<th>Rise Time PI</th>
<th>Proposed</th>
<th>Settling Time PI</th>
<th>Proposed</th>
<th>Overshoot (%) PI</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1</td>
<td>1</td>
<td>0.012</td>
<td>0.521</td>
<td>0.742</td>
<td>2.427</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>0.011</td>
<td>0.380</td>
<td>0.106</td>
<td>1.758</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10</td>
<td>0.010</td>
<td>0.337</td>
<td>0.016</td>
<td>1.032</td>
<td>0.161</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0.009</td>
<td>0.009</td>
<td>0.010</td>
<td>0.010</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>0.009</td>
<td>0.009</td>
<td>0.010</td>
<td>0.010</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
<td>0.009</td>
<td>0.009</td>
<td>0.010</td>
<td>0.010</td>
<td>0.468</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1</td>
<td>0.009</td>
<td>0.009</td>
<td>0.010</td>
<td>0.010</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5</td>
<td>0.009</td>
<td>0.009</td>
<td>0.010</td>
<td>0.010</td>
<td>0.160</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>0.009</td>
<td>0.009</td>
<td>0.010</td>
<td>0.010</td>
<td>0.464</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>1</td>
<td>0.025</td>
<td>0.916</td>
<td>0.690</td>
<td>2.341</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>0.024</td>
<td>0.681</td>
<td>0.028</td>
<td>2.021</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10</td>
<td>0.023</td>
<td>0.567</td>
<td>0.026</td>
<td>1.262</td>
<td>0.635</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0.024</td>
<td>0.024</td>
<td>0.027</td>
<td>0.027</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>0.024</td>
<td>0.024</td>
<td>0.026</td>
<td>0.026</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
<td>0.024</td>
<td>0.024</td>
<td>0.026</td>
<td>0.026</td>
<td>0.377</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1</td>
<td>0.024</td>
<td>0.024</td>
<td>0.027</td>
<td>0.027</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5</td>
<td>0.024</td>
<td>0.024</td>
<td>0.026</td>
<td>0.026</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>0.024</td>
<td>0.024</td>
<td>0.026</td>
<td>0.026</td>
<td>0.339</td>
<td>0</td>
</tr>
</tbody>
</table>

4.2 Speed Control with Loading Condition

4.2.1 Loading with Mild Steel Plating (Loading Condition 1)

Figure 8 shows the comparison between the conventional PI controller and the proposed anti-windup PI controller at the motor speed of 100 rad/s under loading condition 1 (mild steel plating). The simulated rise time, settling time and overshoot percentage under loading condition 1 is tabulated in Table 10. The rise time and settling time for both conventional PI controller and the proposed anti-windup PI controller is longer as compared to no load condition. In addition, the overshoot percentage of the conventional PI controller increases drastically as compared to no load condition. Small percentage of overshoot is observed at low $k_p$ and $k_i$ values.

Conventional PI controller has faster integral speed as compared with the proposed anti-windup PI controller which causes overshoot phenomenon to occur in the performance. The proposed anti-windup controller has no overshoot but with a longer settling time as compared to conventional PI controller. The higher integral gain is the reason behind the changes which brought the system into saturation and
proportional gain could not react to correct the error immediately. The proposed anti-windup controller shows a satisfying result with no overshoot due to its decoupling feature.

Figure 8. Comparison of speed control for conventional PI controller (dash-dot line) and proposed anti-windup PI controller (solid line) with changing step input under loading condition 1 (speed = 100 rad/s, $k_p = 5$, $k_i = 10$).

Table 10. Performance at 50 rad/s and 100 rad/s under loading condition 1.

<table>
<thead>
<tr>
<th>Speed, $\omega$ (rad/s)</th>
<th>$k_p$</th>
<th>$k_i$</th>
<th>Rise Time</th>
<th>PI</th>
<th>Proposed</th>
<th>Settling Time</th>
<th>PI</th>
<th>Proposed</th>
<th>Overshoot (%)</th>
<th>PI</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1</td>
<td>1</td>
<td>0.055</td>
<td>1.091</td>
<td>0.565</td>
<td>2.266</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>0.045</td>
<td>0.799</td>
<td>0.051</td>
<td>2.001</td>
<td>0</td>
<td>0.820</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10</td>
<td>0.044</td>
<td>0.647</td>
<td>0.047</td>
<td>1.336</td>
<td>0</td>
<td>9.919</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>1</td>
<td>0.044</td>
<td>0.044</td>
<td>0.047</td>
<td>0.047</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>0.044</td>
<td>0.044</td>
<td>0.047</td>
<td>0.047</td>
<td>0</td>
<td>0.364</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
<td>0.044</td>
<td>0.044</td>
<td>0.047</td>
<td>0.047</td>
<td>0</td>
<td>2.696</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1</td>
<td>0.044</td>
<td>0.044</td>
<td>0.047</td>
<td>0.047</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5</td>
<td>0.044</td>
<td>0.044</td>
<td>0.047</td>
<td>0.047</td>
<td>0</td>
<td>0.827</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>0.044</td>
<td>0.044</td>
<td>0.047</td>
<td>0.047</td>
<td>0</td>
<td>1.965</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>1</td>
<td>0.118</td>
<td>2.001</td>
<td>0.160</td>
<td>2.287</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>0.118</td>
<td>1.630</td>
<td>0.130</td>
<td>2.124</td>
<td>13.409</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10</td>
<td>0.120</td>
<td>1.141</td>
<td>0.130</td>
<td>1.830</td>
<td>23.939</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0.118</td>
<td>0.118</td>
<td>0.130</td>
<td>0.130</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>0.118</td>
<td>0.118</td>
<td>0.130</td>
<td>0.130</td>
<td>3.405</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
<td>0.118</td>
<td>0.118</td>
<td>0.130</td>
<td>0.130</td>
<td>8.736</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1</td>
<td>0.118</td>
<td>0.118</td>
<td>0.130</td>
<td>0.130</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5</td>
<td>0.118</td>
<td>0.118</td>
<td>0.130</td>
<td>0.130</td>
<td>1.837</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>0.118</td>
<td>0.118</td>
<td>0.130</td>
<td>0.130</td>
<td>4.621</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>
4.2.2 Loading with Aluminum Plating (Loading Condition 2)

The comparison between the conventional PI controller and the proposed anti-windup PI controller at the motor speed of 100 rad/s under loading condition 2 (aluminum plating) is shown in Figure 9. The simulated rise time, settling time and overshoot percentage under loading condition 2 is tabulated in Table 11. The rise time, settling time and overshoot percentage is very similar to loading condition 1. The rise time and settling time for both conventional PI controller and the proposed anti-windup PI controller is shorter as compared to loading condition 1 case but longer when compared to no load condition. The overshoot percentage of the conventional PI controller increases with proportional gain and integral gain. Small percentage of overshoot is observed at low $k_p$ and $k_i$ values as well.

According to Table 11, the integral speed of the conventional PI controller is faster than the proposed anti-windup PI controller which leads to overshoot phenomenon. The proposed anti-windup controller has no overshoot but has a longer settling time and the simulated performance is more satisfying compared to conventional PI controller.

Figure 9. Comparison of speed control for conventional PI controller (dash-dot line) and proposed anti-windup PI controller (solid line) with changing step input under loading condition 2 (speed = 100 rad/s, $k_p = 5$, $k_i = 10$).
Table 11. Performance at 50 rad/s and 100 rad/s under loading condition 2.

<table>
<thead>
<tr>
<th>Speed, ( \omega ) (rad/s)</th>
<th>( k_p )</th>
<th>( k_i )</th>
<th>Rise Time</th>
<th>Settling Time</th>
<th>Overshoot (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PI</td>
<td>Proposed</td>
<td>PI</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>1</td>
<td>0.027</td>
<td>0.733</td>
<td>0.685</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>0.022</td>
<td>0.549</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10</td>
<td>0.021</td>
<td>0.470</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0.021</td>
<td>0.021</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>0.021</td>
<td>0.021</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
<td>0.021</td>
<td>0.021</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1</td>
<td>0.021</td>
<td>0.021</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5</td>
<td>0.021</td>
<td>0.021</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>0.021</td>
<td>0.021</td>
<td>0.022</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>1</td>
<td>0.055</td>
<td>1.578</td>
<td>0.574</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>0.055</td>
<td>1.094</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10</td>
<td>0.055</td>
<td>0.840</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0.055</td>
<td>0.055</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>0.055</td>
<td>0.055</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
<td>0.055</td>
<td>0.055</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1</td>
<td>0.055</td>
<td>0.055</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5</td>
<td>0.055</td>
<td>0.055</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>0.055</td>
<td>0.055</td>
<td>0.060</td>
</tr>
</tbody>
</table>

5. Conclusion

The proposed anti-windup controller shows a promising potential to contribute to the society by serving as an anti-windup controller for better motor speed control. The proposed anti-windup PI controller shows a better result regardless of the loading condition as compared to the conventional PI controller. The performance of this controller is promising where the integral control is able to reach steady state at both saturated and non-saturated state. The proposed anti-windup controller reaches steady state without having overshoot in the speed control performance. However, the proposed anti-windup PI controller has extremely long rise time and settling time when the proportional gain, \( k_p \), is 1 as compared to the conventional PI controller. Therefore, future work will focus on reducing the rise time and settling time for low proportional gain, \( k_p \) value.

References


Development of a Non-Intrusive Pressure Sensor for Sensing Pressure Inside a Fluid Pipe

Hamza Aslam, Mohsen Nabi Poor
School of Engineering, Taylor’s University, Malaysia
Mohsen.NabiPoor@taylors.edu.my

Abstract
Fluid pressure is a vital parameter to be measured in common refrigeration systems, but common techniques used to measure fluid pressure include flow meters and pressure gauges, all manually installed into the pipelines. These methods have their deficiencies as they can result in leaks and drops in pressure within the pipelines. An effective non-intrusive method involves using an ultrasonic based method to measure pressure in small diameter (9.57mm) refrigeration pipes presented in this paper. To verify the theory and methods implemented in this study, water is used as a substitute to the refrigerant. The proposed technique is based on the principle that wave speed correlates with the pressure of the fluid within the pipe. Different variations of ultrasonic propagation times were recorded under different pressures: 0 Psi to 150 psi. The time difference was accurately measured to the nanosecond level using a high resolution oscilloscope. The relationship between the time difference of the propagating waves and pressure was then fed into a back propagating neural network (BPN), which was used to obtain the corresponding pressure values.

Keywords: Ultrasonic, Waveform, Time-delay, liquid pressure, back propagation

1. Introduction

Fluid pressure is a vital parameter that is monitored in modern refrigeration systems. Traditional methods of obtaining the pressure inside refrigeration pipes include attaching pressure gauges by means of drilling or intruding into the sealed pipe, which can lead to possible gas leaks and drops in pressure. Hence, non-intrusive ultrasonic techniques are being researched to save time when troubleshooting and overcome the losses created when using conventional methods. Moreover, the applications of ultrasonic non-destructive testing methods include distance measurements [1], flaw detection [2], flow meters [3]–[6], metal stress testing [7] and density measurements [8]. The advantages of using of ultrasonic waves include strong wall penetration and fast response. This has allowed ultrasonic technology to be used in measuring fluid pressure.
More work and research has been conducted in measuring pipe pressure with the use of ultrasonic waves. One of these methods includes measuring the time of travel between two sending and receiving ultrasonic transducers under different pressure values. Two ultrasonic transducers were mounted on both sides of a copper pipe. Using this method has some complications as the diameter of the pipe is less than 10mm and this can lead to superposition of the waves due to shear waves caused within the inner diameter of the pipe. Moreover, fluid temperature and placement errors of the transducers can affect the transmission characteristics of the ultrasonic waves.

Therefore, the objective of this experiment is to measure the fluid pressure in small diameter refrigeration pipes using non-intrusive ultrasonic transducers. The transducers are to be placed on the outside of a pipeline, opposite to each other. The flight time of the ultrasonic wave is to be observed and the difference in time \( \Delta t \), in correlation with the pressure is recorded and the data is fed into a neural for training. This paper highlights the effects of varying pressure on the time of speed of ultrasonic waves and based on measured time of flight, the corresponding pressure values are obtained.

2. **Research Methodology**

2.1 **Overview**

Ultrasound are sound waves which have frequencies ranging above 20 kHz up to 100 kHz. The speed of ultrasound is affected by the density of the medium it is travelling through. Being a mechanical wave, it depends on rarefactions and compressions to propagate through a medium, hence increase in density will result in higher wave speed. [9]. Piezoelectric ultrasonic transducers are used, where the waves are generated through piezoelectricity [10]. These transducers can also convert ultrasonic waves into electrical signals, therefore allowing the same probe to be used as a transmitter as well as a receiver.

2.2 **Proposed Technique**

The change in wave speed within the pipeline varies in accordance with the change in pressure of the fluid. But, wave speed cannot be obtained directly, hence the varying propagation time will be used to represent the changing wave speed [11].

It can be seen in Fig. 1 that the flight time of the ultrasonic wave was taken from its emission from transducer UT and reception by transducer UR. As the pressure of the fluid inside the pipe is increased, the flight time is measured, and a time difference \( \Delta t \) is observed as compared to the fluid under no pressure. \( L \) can be considered as the distance of propagation of the ultrasonic wave and \( v_0 \) is initial velocity of propagation of the ultrasonic wave with a pressure reading of 0 psi. The time difference \( \Delta t \) can be written as:

\[
\Delta t = \frac{L \cdot \Delta v}{v_0 (v_0 + \Delta v)}
\]  

(1)
Obtaining $v_0$ is very difficult, the relationship between $\Delta t$ and pressure $P$ can be used to measure the pressure within the pipeline. Hence $\Delta t$ can be directly obtained, and there is no need to calculate the changing ultrasonic velocity.

Moreover, the velocity of ultrasonic propagation can be defined as the function of pressure and temperature. The time difference $\Delta t$ can also be written as:

$$\Delta t = \frac{L f(P)}{v_0(v_0 + f(P,T))}$$

(2)

Therefore we can express pressure $P$ as the function of time difference and temperature:

$$P = g(\Delta t)$$

(3)

In the experimental setup, two ultrasonic transducers, defined as UT and UR, are mounted on both sides of the pipe wall, as shown in Fig 1. Transducer UT generates a longitudinal wave into the pipe wall, and this wave continues to spread through the fluid until it reaches transducer UR. The pressure of the fluid is being increased step by step through of pressurized gas connected to the tube, and the wave propagation time is being recorded with the corresponding pressure at each step.

![Schematic diagram of wave path.](image)

**Figure 1.** Schematic diagram of wave path.

In this paper a neural network method is being implemented called the back propagation network (BPN), as the function $g$ stated above is non-linear and is very difficult to express in a mathematical expression. This technique has been applied in other researches, also in relation to non-destructive ultrasonic testing [12].

The time difference $\Delta t$ and pressure $P$ are going to be incorporated in this BP neural network. Time difference will be the input of the network, and the pressure will be the target output value. The network will be trained and will be used to obtain the pressure inside the pipeline. A BP neural network consists of three layers: an input
layer, hidden layer and an output layer. As shown in Fig 2, the circles represent the neurons, which are basically the main processing units and are the building blocks of a neural network are called neurons. They are capable of communicating by transmitting signals through a number of biased weight connections. Where, as $x_n$ is the input information, $w$ is the weighted bias of the neurons and $y$ is the output information.

![Figure 2. Topology of a basic 3 layer BP network. [13]](image)

In a BP neural network, input data and a target output is inserted in the network algorithm [14]. The network calculated the error between the actual output and desired output by acting the input layer onto the output layer [15]. In order to minimize the error, the calculated error is back propagated, and the network then revises the weights of the connection between the nodes of the network. This ensures that the error is reduced to a set value and at this point, the network stops training and is created [16].

### 2.3 Experiment Set-up and Method

In order to verify the validity of the proposed method, the experiment set-up, as shown in fig. 3 was built. It shows a schematic diagram of the experimental setup where the water in the tube is being pressurized by means of compressed air. UR represents the receiving transducer, whereas UT represents the transmitting transducer. A pressure valve and gauge allow the pressure to be monitored and regulated. As the pressure is increased, the correlating ultrasonic pulse is saved on an external memory through an oscilloscope. As time range for the measurement is in the nanosecond range, a high resolution oscilloscope is being used.
The pipe is made of copper and has a length of 1 meter, with an internal diameter of 9.52mm. For the transmission of ultrasonic waves, Olympus transducers were used, along with a pulser and receiver, which was used to sent pulses to the transmitting probe, and receive back the signals from the receiving probe. Moreover, a high-resolution Rhode&Schwarz digital oscilloscope was used to obtain the waveforms, and eventually used to calculate the time difference. Table 1 shows the specifications of the transducers used in this research.

<table>
<thead>
<tr>
<th>Transducer type</th>
<th>Olympus A542S Angle Beam Transducer.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.25 MHz</td>
</tr>
<tr>
<td>Element size</td>
<td>0.25 inches</td>
</tr>
</tbody>
</table>

Transducer UR and UT were implemented to determine the pressure inside the pipeline. UR served as the transmitter and UT served as the receiving transmitter, and the transmitted pulse and the obtained signal can be seen in fig. 4. The pulser and receiver apply a voltage pulse of 5 V amplitude and 9.7 μs pulse width, to transducer UT, with a frequency of 2.25 MHz. The ultrasonic wave then propagates thought the wall of the pipe and into the medium, and is finally received by transducer UR.
Moreover, as the pressure increased step by step, it can be observed that there is a shift of the ultrasonic pulse along the time-axis of the received signal, as seen in Figure 5. As the pressure is increased, the signal shifts to the left, which indicates that there is an effect on the flight of time of the ultrasonic wave. This shift in the time-axis will be taken as the time-difference $\Delta t$, with the pulse wave under no pressure being the control. The values for the time-difference are presented in Table 2 in section 3.

Figure 4. Waveform at receiving transducer.

Figure 5. Comparison of ultrasonic waves with varying pressure.
3 Results and Discussion

In the BP neural network, the time difference $\Delta t$ was defined as the input and the pressure ‘P’ was defined as the desired output. After repeated tests, the numbers of neurons in the hidden layer were chosen to be 8, as this will determine the overall performance, good fitting of data and training time of the network.

Before training the network, activation functions needed to be defined and for this BP network; Tan-Sigmoid and Log-Sigmoid functions were chosen [17]. The training error of the network can be seen in fig. 6, which indicates the training has stopped once it reached the set error point, as indicated in the figure.

![Figure 6. Training error of BPN network.](image)

A set data was obtained by using the experimental approach explained above. This set of data was then fed into the trained neural network and the processed results can be seen in Table 2. The desired pressure is the data obtained using the pressure gauge and the actual pressure is defined as the result calculated using the trained BP network. It can be observed that the relative error between the desired and actual pressure is less than 5%. The time difference between 10 to 20 psi can be observed as 86.6 ns, and was measured using a high resolution oscilloscope. The sensitivity of this technique can be narrowed down to up to 10 psi; where other inconsistencies in measurement can be caused by misaligned probes, internal reflection of ultrasonic waves within the pipe walls and electromagnetic noise caused by the surroundings.
Table 2. Results from BP neural network

<table>
<thead>
<tr>
<th>$\Delta t$ (ns)</th>
<th>Desired Pressure (psi)</th>
<th>Actual Pressure (psi)</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>9.680</td>
<td>-3.199</td>
</tr>
<tr>
<td>86.6</td>
<td>20</td>
<td>20.000</td>
<td>0.002</td>
</tr>
<tr>
<td>144.2</td>
<td>30</td>
<td>30.000</td>
<td>0.001</td>
</tr>
<tr>
<td>193.6</td>
<td>40</td>
<td>36.196</td>
<td>-9.511</td>
</tr>
<tr>
<td>254.6</td>
<td>50</td>
<td>51.056</td>
<td>2.112</td>
</tr>
<tr>
<td>316</td>
<td>60</td>
<td>61.159</td>
<td>1.932</td>
</tr>
<tr>
<td>351.4</td>
<td>70</td>
<td>69.462</td>
<td>-0.768</td>
</tr>
<tr>
<td>413.4</td>
<td>80</td>
<td>79.608</td>
<td>-0.490</td>
</tr>
<tr>
<td>460.8</td>
<td>90</td>
<td>89.985</td>
<td>-0.017</td>
</tr>
<tr>
<td>521.9</td>
<td>100</td>
<td>98.750</td>
<td>-1.250</td>
</tr>
<tr>
<td>580.1</td>
<td>110</td>
<td>109.468</td>
<td>-0.484</td>
</tr>
<tr>
<td>630.6</td>
<td>120</td>
<td>119.658</td>
<td>-0.285</td>
</tr>
<tr>
<td>688.5</td>
<td>130</td>
<td>129.970</td>
<td>-0.023</td>
</tr>
<tr>
<td>740.3</td>
<td>140</td>
<td>137.512</td>
<td>-1.777</td>
</tr>
<tr>
<td>791.3</td>
<td>150</td>
<td>145.159</td>
<td>-3.228</td>
</tr>
</tbody>
</table>

4 Conclusion

This study was conducted to measure the pressure inside small refrigerant pipelines, and for this study, water was used as substitute to the refrigerant, in order to verify the techniques and approach of the experiment. It can be observed that, the flight time of the ultrasonic wave varies with the change in pressure. By obtaining the time difference of the propagating wave, the pressure inside the pipeline can be determined. A BPN model was used, where the time difference was set as the input and the target pressure values as the output. The experimental results verify the effectiveness and the accuracy of the technique used in this study. Adding to that, the neural network also can be trained and calibrated to various pipe diameters, fluid conditions and temperatures.

Although, there is a certain percentage error in the output pressure as compared to the pressure gauge from the set up itself, but the main advantage is the non-intrusive measurement is that it mitigates the negative impacts of physically installing the pressure gauge.
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Abstract
As the demands for electric vehicles grow and highly futuristic, the main challenge is to design an electric machine which could deliver high torque performance. Most modern commercial vehicles utilise the brushless permanent magnet machines as the electric motors. There are attempts made for improvement in the design of the electrical machines to improve the performance of such type of machine. Use of high density permanent magnet machines increases the torque but with increase in thermal limits. Invariably the torque density heavily depends on the air gap flux density of the machines and this motivated to have a structure with dual air gap. Hence, the resultant of air gap is the key to enhance the torque producing capability of the machine. The air gap flux linkage can be enhanced by altering the magnetic circuit of conventional machine where the air gap length of a given basic magnetic circuit is reduced. Realizing the dual air gap through two rotors adds advantage with the feasibility of both motoring and regenerating operation with independent control through electronics. In addition, the stator yoke of the conventional machine is not fully utilized. The objective of this work is to design a dual rotor machine and evaluate its improvised torque performance as applicable for the electric vehicle. In order to study the improvement, both the conventional model as used in Toyota Prius and the proposed structure are modelled, analysed and evaluated using finite element tool. Magnetic transient analysis is performed to analyse and evaluate the torque performance and magnetic flux characteristic of both the machines. The proposed machine with its position of the magnet exhibits an improvement of 51.73% of motor constant square density and 20.71% of average torque density compared to conventional machine.

Keywords: Electric Vehicle, Permanent Magnet Machine, Flux Linkage, Motor Constant Square Density, Torque Density
1. Introduction

The simplest solution towards preventing emission of excessive harmful gases is the implementation of Electric Vehicle (EV) with advanced propulsion machine to replace the generally used Internal Combustion Engine (ICE) vehicle [1]. EVs are getting popular nowadays in some countries because these vehicles are environmentally friendly and energy efficient. However, there are rooms of improvement can be made on optimizing the electric machine to increase the torque density of the electric vehicle. Generally, torque and power are the main factors towards propelling electric vehicles [2]. Thus, selection of machine is crucial in determining the torque performance of the electric system and the options are minimal at the moment.

From the manufacturer point of view, commonly used electrical machines for EV are induction, Permanent Magnet Synchronous (PMS), Switched Reluctance (SR) and the Brushless DC (BLDC) machine [3]. Induction motors are not suitable for EV because the power losses increase during high speed rotation causes the break-down torque in the constant power region which leads to decreased efficiency. The drawback of PMS machine is the excessive heat produced and armature reaction cause the demagnetization of machine.

BLDC machines are mainly used for electric propulsion system for EV as these machines operate based on the amount of magnetic flux linkage produced between the electromagnet and permanent magnet forces [3]. The advanced development of permanent magnet provides high air gap flux density with significant of enhanced magnetic field properties. Hence, BLDC machines have been a popular topic recently for the development of electric vehicle [4]. BLDC machine is proposed for enhancing the torque producing capability with less heat produced for EV application.

Even though BLDC machine acquires the high torque producing capability, the generated magnetic field from the permanent magnet is fixed. The problems occurred where the fixed magnetic field fails to increase the torque producing capability by having difficulty to control the magnetic flux and thereby the issue of controlling the torque in a wide range prevails [4]. This problem is addressed by implementing flux weakening control method with the help of demagnetization of permanent magnets. However, this method would increase the production of heat from the permanent magnet which affects the properties of permanent magnet. For long term usage, the efficiency of the machine will decrease [4].

The dual air gap method is researched extensively in recent years for improvement on torque density and efficiency of various electrical machines. Higher torque density than the conventional single rotor machine without having the need to introduce field weakening control can be achieved using the above [5]. The rapid growth of electric propulsion system for EV has increased the demand of newly-developed machine for higher efficiency and performance. Hence, the development of double rotor machine has rooms for improvement on the electric propulsion system of electric vehicle [6]. Those machines are expected to be introduced in the near future. The objective of this work is to design and develop a new Double Rotor Single Stator Permanent Magnet (DRSSPM) machine based on new structure design.
2. Design Concepts

Brushless DC (BLDC) permanent magnet machines perform based on the capability of reducing the distributed opposing air gap flux linkage. The resultant air gap flux linkage of the machine is known as the torque producing point [7]. Figure 1(a) shows the equivalent magnetic circuit of the conventional BLDC machine and Figure 1(b) shows the equivalent magnetic circuit of proposed double rotor machine. The concept of double air gap flux linkage minimizes the air gap length for reducing reluctance of the air gap. Minimizing the length of air gap between the stator and rotor poles enhances the magnetic flux linkage. However, there is limitations on reducing air gap due to the cogging torque occurred from the strong repulsive force of permanent magnet during rotation [8]. The design structure of stator pole and rotor pole play an important role in affecting the torque producing capability of the machine. The design of permanent magnet structure is crucial in determining the magnetic flux flow [9]. The magnetic flux linkage equation of conventional BLDC machine is shown in Eq. (1).

\[ \Phi_{sr} = \frac{F_m}{R_s} \]  

(a) Single air gap magnetic circuit \hspace{1cm} (b) Double air gap magnetic circuit

Figure 1 Magnetic Equivalent Circuit

Single rotor air gap flux linkage,

\[ \Phi_{sr} = \frac{F_m}{R_s} \]  

To enhance the torque performance of the machine, double rotor machine is proposed by introducing an inner rotor to the conventional BLDC machine. This method solves the issue of torque pulsation factor by reducing the air-gap length of the machine. The concept of reducing air-gap length provides higher torque performance and reduces the reluctance of contact flux linkage area [9]. An increase in the number of permanent magnet of rotor poles contributes to a higher torque producing capability as both machines are designed in the same size. It can be concluded that the implementation of double rotor machine has double the magnetomotive force generated from the conventional machine. Hence, the magnetic flux linkage equation for double rotor machine is derived and given in Eq. (2).

Double rotor air gap flux linkage,

\[ \Phi_{dr} = \frac{F_m + F_m}{0.5R_s + 0.5R_s} = \frac{2F_m}{R_s} \]  

Double rotor air gap flux linkage,
Figure 2(a) and Figure 2(b) show the flux flow inside the machine as the corresponding phases are sequenced to be energized. Initially when the current is injected to the coil of the machine, the magnetic field interacts with the permanent magnet field to provide the resultant force. This makes the motion of the rotating part into action and the sequential switching of the phases through the electronic makes the continuous motion. To determine the excitation sequence the rotor position is happened to be sensed using a hall sensor [8].

![Figure 2 Flux Flow inside the Machine](image)

3. Structural Configuration

Figure 3(a) presents the exploded view of the proposed DRSSPM machine design for EV application while Figure 3(b) shows the 2D model of the proposed machine. The stator is made up of single stator core with T and T structure of stator laminations which used for coil winding of star connections and the stator core consists of 18 poles for winding configuration. Both outer and inner rotor are made up of laminated rotor cores with 20 poles configuration with each facing at the mutual axis. Permanent magnets are mounted on the surface of the outer rotor poles while the inner rotor poles are inbuilt with the similar size and properties of permanent magnet.

The double rotor design structure has more advantages than the conventional single rotor design as the design helps to fully utilize the leakage flux occurred in the stator core and solve the issue of torque pulsation occurrence [10]. Table 1 shows the dimension of the DRSSPM machine. The proposed machine is designed to maximize the flux linkage generated in the double air gap between the stator and the rotor which results in increasing the torque producing capability of the machine. Transient magnetic study and magnetic circuit analysis are performed for conventional BLDC machine and proposed machine through numerical and FEA tools.
The design structure of the machine is constructed using Finite Element Analysis (FEA) tool. The magnetic flux characteristic and torque characteristics of both machines are analyzed to determine the overall performance. Performing transient magnetic study is necessary to provide a more precise analysis of results since the performance of both machines is mostly dependent on the geometry [11]. Both conventional machine and proposed machine are designed and simulated using the same procedure shown in Figure 4. From the simulation results, the flux flow line, torque density, and magnetic flux direction of the design structure are analyzed. To obtain the numerical results, the torque characteristic and magnetic flux flow are plotted to obtain the torque value and the flux linkage. Figure 5 shows the flux linkage generated from the proposed machine at different rotational angle 0°, 15°, 30°, 45°, 60°, and 75°. The magnetic flux flow are distributed evenly for each slot segment.
Construction of machine design using JMAG® software

Setting the materials for each part of the design

Creating circuit for the coil winding

Assign the analysis condition to the stator and rotor

Setting the coil winding pattern and direction flow of conductor

Setting the study properties

Mesh generation on the designed machine

Perform FEA simulation on the design

Figure 4 Flow of conducting FEA

(a) Flux Linkage at 0°  (b) Flux Linkage at 15°  (c) Flux Linkage at 30°
(d) Flux Linkage at 45°  (e) Flux Linkage at 60°  (f) Flux Linkage at 75°

Figure 5 Flux flow for various rotational angle
5. Design Evaluation Parameters

Comparative assessment has been performed to compare the torque performance of both conventional BLDC machine and proposed machine by using parametric evaluation. Motor constant, torque constant, torque per unit volume and motor constant square density are used for determining the torque producing capability for each machine. Motor constant square density, $G$ is very useful for determining the torque performance as the parameter includes the motor constant, volume of the machine and torque constant [12]. The formula for motor constant square density, $G$ is given as Eq. (6). The other parametric equations are given in Eq. (3), Eq. (4) and Eq. (5).

Motor constant, $K_m = \frac{K_t}{\sqrt{I^2R}}$ \hspace{1cm} (3)

where $K_t$ is the torque constant $[Nm/A]$, $I$ is the maximum current injected to the machine $[A]$ and $R$ is the resistance of coil $[\Omega]$.

Torque constant, $K_t = \frac{T_d}{I}$ \hspace{1cm} (4)

where $T_d$ is the average torque $[Nm]$, and $I$ is the maximum current injected to the machine $[A]$.

Torque per unit volume, $T_m = \frac{T}{(\pi D^2/4) L_{stk}}$ \hspace{1cm} (5)

where $T$ is the average torque $[Nm]$, $D$ is the diameter of the machine $[m]$, and $L_{stk}$ is the stack length of the machine $[m]$.

Motor constant square density, $G = \frac{Km^2}{(\pi D^2/4) L_{stk}}$ \hspace{1cm} (6)

where $K_m$ denotes the capability of the machine $[Nm/A/W^{-(\frac{1}{2})}]$, $D$ is the diameter of the machine $[m]$, and $L_{stk}$ is the stack length of the machine $[m]$.

6. Results and Discussions

Figure 6 presents the torque produced from proposed DRSSPM machine without load when different input current of 21A and 63A are supplied to the machine. The objective is to study the relationship between the torque produced and the input current. The behavior of torque characteristic is similar at each input current. The higher the supplied input current the higher the torque producing capability of the machine. This means that the increase in current enhances the torque producing capability of the machine. However, every machine has different rated current due to the thickness of the coil winding that withstand the amount of heat. The number of winding is inversely proportional to the thickness of the armature conductor. Thus, machine with lesser coil winding can be used for thicker wire to allow larger current to flow.
Torque ripples occurred due to cogging torque of the electrical permanent magnet machine.

Figure 6 No-load torque for various input current

Figure 7 presents the torque characteristic determined from both conventional and proposed machines with no load from angle of 0° until 36° when three phases current is supplied to both machines. In the transient magnetic study, both machines are operating at 21A rated current while rotational speed of 300rpm is given for both machines at the frequency of 50Hz. The proposed DRSSPM machine has an average torque of 0.9484Nm which has an improvement of 20.71% in comparison to conventional SRPM machine. The dual air gap provides a better torque performance of proposed machine compared to conventional machine.

Figure 7 Static torque characteristic
Figure 8 illustrates the speed torque characteristic of the proposed DRSSPM machine. Generally, torque is inversely proportional to the speed of the output shaft. Initially, the torque is at maximum which is stall torque but the shaft is not rotating. The torque becomes constant over a wide range of speed because the torque happened in constant power region during this period. When the speed reaches the maximum, no torque is produced at this point to the motor shaft. The maximum speed occurred at this point considered as no load speed where demagnetization process occurred.

Figure 8 Torque speed characteristic

Figure 9 describes the power produced by the proposed machine when various speed is applied to the machine. During low-speed of rotation, the power required for the machine is low. The power required for machine increases during the starting of machine because large currents are needed to produce high torque. The power increases if the rotational speed increases until the power reaches the constant region. When the machine achieves a particular point of speed, the torque starts to reduce while the power becomes constant for a wide range of speed.

Figure 9 Power-speed characteristic
Table 2: Overall comparative evaluations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SRPM</th>
<th>DRSSPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$ [A]</td>
<td>20.83</td>
<td>20.83</td>
</tr>
<tr>
<td>$V$ [m$^3$]</td>
<td>2.6 x 10$^{-4}$</td>
<td>2.6 x 10$^{-4}$</td>
</tr>
<tr>
<td>$T_{max}$ [Nm]</td>
<td>0.7980</td>
<td>0.9832</td>
</tr>
<tr>
<td>$T_{min}$ [Nm]</td>
<td>0.7764</td>
<td>0.9595</td>
</tr>
<tr>
<td>$T_{avg}$ [Nm]</td>
<td>0.7857</td>
<td>0.9484</td>
</tr>
<tr>
<td>$T_m$ [Nm/m$^3$]</td>
<td>3069.23</td>
<td>3781.54</td>
</tr>
<tr>
<td>$K_t$ [Nm/A]</td>
<td>0.03831</td>
<td>0.04719</td>
</tr>
<tr>
<td>$K_m$ [Nm/A/W$^{-1/2}$]</td>
<td>5.8160 x 10$^{-3}$</td>
<td>7.1641 x 10$^{-3}$</td>
</tr>
<tr>
<td>$G$ [Nm$^2$/A$^2$/W/m$^3$]</td>
<td>0.1301</td>
<td>0.1974</td>
</tr>
<tr>
<td>$T_{improvement}$</td>
<td>-</td>
<td>20.71%</td>
</tr>
</tbody>
</table>

Table 2 presents the overall comparative evaluation for conventional SRPM and proposed DRSSPM machines computed from the equations in design evaluation parameters. These machines are supplied with current source of 20.83A. Thus, the machines were provided with the input voltage of 12V due to the power rating, 250W of these machines. The parameters of $T_m, K_t, K_m,$ and $G$ are computed based on the equations as mentioned earlier. The proposed DRSSPM machine has an improvement of 51.73% of motor constant square density compared to the conventional SRPM machine.

7. Conclusions

A new BLDC double rotor permanent magnet machine for torque improvement for electric vehicle application is presented. The introduction of inner rotor added to the conventional rotor increases the magnetic flux linkage generated from the machine. Magnetic transient study and torque analysis are conducted for both machine using FEA tools to study the characteristic. The proposed machine has an enhancement of 51.73% motor constant square density and 20.71% average torque compared to the conventional machine. Having the same volume with the conventional machine, the proposed machine improvises the torque performance for electric vehicle application.
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Abstract

Power transmission lines infrastructure composes of a large group of components. Transmission lines are subjected to disturbances which hinder the efficiency of power transmission. Disturbances such as faults or component malfunctions affect the overall power quality negatively. One of the main power quality issues is voltage fluctuations. To maintain a high power quality regular active maintenance is required, which gives extra costs in order to minimize costs. Hence, it is more effective to automate the process by introducing power electronics devices in a voltage regulating system to control the amount of reactive current injection to optimize voltage magnitudes of transmission lines and load buses at a power system. Shunt Static Synchronous Compensator (STATCOM) is a Flexible AC Transmission System (FACTS) device used for voltage regulation based on the reactive power exchange concept. It needs a controller to input a control signal in order to guide STATCOM operations. The conventional controller for STATCOM uses Proportional Integral closed loop parametric gain tuning technique to produce outputs that govern STATCOM. However, it has been proved that by tuning this controller with artificial neural networks better results are achieved.

1.0 INTRODUCTION

Reactive power is the phantom power that cannot be physically sensed. It is the power sacrificed in transmission lines to provide power flow from supply to loads. The ratio of amount of power sacrificed to amount of power utilized is given by the power factor. The power factor is the ratio of real to apparent power. It is ideal at 1 power factor or also known as unity. However, in practical this factor is not possible, therefore, power factor is maintained closer to unity to achieve more efficient power flow. Power factors can be lagging or leading depending on the reactive element present in a power system or machine. Lagging power factor means that load is inductive as it consumes reactive power.

Leading power factor means that load is capacitive and is producing reactive power. Leading and Lagging factor represent the relationship between current and voltage, in
leading current leads the voltage waveform, in lagging current is late behind the voltage waveform. At unity both waveforms are on the same point [1].

Reactive power availability in a power system is proportional to voltage levels. Hence, by control of reactive power voltage levels can be controlled and regulated. A STATCOM is composed of a Voltage Source Convertor (VSC) which is a power electronic switching device. In STATCOM, VSC such as Insulated Gate Bipolar Transistor (IGBT) and Gate Turned Off Thyristor (GTO) are a bridge between the internal STATCOM DC side represented by a shunt capacitor bank to the AC power system managed. The AC side of the VSC is connected a transformer which coupled with a reactor. When the voltage at the power system is greater than nominal values, STATCOM absorbs the excess reactive power content towards it DC voltage side to charge the capacitors and also drop voltage on the power system buses. Vise-versa when the voltage at power system is lower than nominal values, the STATCOM injects reactive current to the power system to increase voltage level. The energy flow from its internal DC side through the transformer then the reactor produces equivalent reactive current to control voltage. The direction of reactive power flow between the transmission system and DC side of STATCOM along with the amplitude of reactive power exchange is determined by the VSC firing angle.

The concept of compensation for bus voltages is through the injection or absorption of reactive current when it is insufficient or exceeding limits. This affects the voltage proportionally. The compensation is triggered by the firing angle of the power electronic device. Hence, controlling the angles is implemented to balance the voltages as required [1].

2.0 RESEARCH METHODOLOGY

2.1 Scientific Approach

Current flow direction represents direction of power flow too. Current flows from the voltage point with the higher angle to that with lower angle. Therefore, by control of phase angle of voltage at the power system and STATCOM reactive power flow direction is controlled. As for the amount of reactive power exchanged which is proportional to a voltage change, it is determined by the reactive current amplitude. The reactor on the AC side of STATCOM control the amount of reactive current injected. Therefore, by controlling impedance reactive current is varied. The concept explained here is seen in Equations (1) and (2).

\[ I = \frac{V_S - V_R}{Z} \]  

$I$ Line Current  
$V_S$ Sending-end Voltage  
$V_R$ Receiving-end Voltage  
$Z$ Impedance
\[ Q = \sqrt{3}V \sin \theta \]  
\[ V \text{ 3ph L-L Voltage} \]  
\[ \theta \text{  Phase angle} \]  

\[ (2) \]

2.2 Conventional PI STATCOM construction

STATCOM’s main operation is the exchange of voltage between a potential DC source coupled with a link capacitor and the transmission system. STATCOM’s are connected usually in shunt to the bus most sensitive to transients and disturbance in terms of voltage change, which is usually the middle point of the transmission lines [2].

In STATCOM’s, VSC are used for PWM to select the direction of flow of reactive current and its amplitude, this is achieved by varying the firing angle [2]. When the firing angle is negative the flow of reactive current is from DC source to the AC transmission system, and vice-versa when the firing angle is positive. This is feasible given that STATCOM’s can alter the reactance of the reactor coupling it to the power system it is governing.

STATCOM operation starts with a measure of voltage on the power system main bus. After the measurement are obtained in 3-phase they are transformed into dq-axis reference. This is because controlling 3phase require integral-derivative equations which are quite complex in nature to model and use for control. dq0 park transformation technique, converts a 3phase signal into a 2 signal value by eliminating once of the phases. Hence, now the system deals with 2 phase dq-axis currents and voltages \( i_d \), \( i_q \), \( V_d \) and \( V_q \). Those newly computed values are compared to reference values which represents the power system governed at its equilibrium value. The difference between the actual and reference values is computed. The \( V_{dq} \) values are used to output the modulation index which is proportional to the phase angle. While \( i_q \) represents the reactive power exchange factor, which is proportional to the firing angle. Modulation index and firing angles are computed by two PI control schemes internally in STATCOM.

Hence, to summarize reactive power exchange in STATCOM is provided conventional PI controllers apply proportional (Kp) and integral (Ki) closed loop gains based on dq-axis values of voltage and currents. To produce the reactive current at the maximum capabilities of the STATCOM.

To improve the performance of the STATCOM and power system measurements and control, Phasor Measurement Units (PMU) are applied. As a results, phase angles are directly provided from state estimation to state measurement. Besides that, data is provided rapidly on a synchronized sub-second basis providing high data update rate for quick computation. Lastly, it better for dynamic behavior observing and post disturbance assessment [3].
Nevertheless, it is argued that the conventional PI controllers have several problems. These problems, include failure to compensate at loading cases which differ at high margins from the original loading the power system can handle, this is due to its weak voltage stability enhancement margins. Moreover, it is suggested that even at loading cases which vary merely from the original loading case the PI controller compensation efficiency is low in comparison to more advanced controllers in terms of settling time, voltage regulation level and smoothness of response change. To examine those claims the PI controller will be tuned with artificial neural networks.

2.3 Artificial Neural Networks

Neural networks are intelligent artificial systems to find hidden gems in the data they are provided with. They can be accepted as a technique which belongs to a broader category of techniques known as data mining. Those tools are presented with inputs which lead to a certain selection of outputs, when the data is presented to neural networks they seek to find a pattern in which the target output is achieved. This is achieved through the hidden neurons in the neural networks, they fit data and predict resulting input from a given output.

Artificial Neural Networks (ANN) have the advantage over classical control schemes in terms of nonlinear relationship computation capability. ANN also works well with continuous and categorical data while some other data mining tools fail. ANN’s act in the same manner as a brain of a computer, where active hidden neurons are used to process data presented [4].

There are various types of neural networks. The general construction of neural networks is made up of 3 main layers. The first layer is the input layer, the second layer consists of the number of hidden neurons selected by user, the third layer is the target output layer, while the last layer is an optional bias layer of the hidden neurons. Hidden neurons find similar characteristics in inputs, to simply and group input data into categories for faster computation of target output. All input layers are connected to all hidden neuron layers, which are also connected to all output layers [4].

From those hidden neurons, ANN can achieve “self-learning”, the hidden neurons classify the signal coming from the weighted sum inputs, it is impossible for the user to fully understand the scheme in which the hidden neurons classify input data. However, it can be understood in the sense that every intermediate or output neurons has an “activation function” which is a sigmoid, to the weighted input sum. It triggers a set of neurons from binary state 0 to 1 where this neuron “fires”, depending on the number of neurons fired of a system composing of several hidden neurons the target output that meets a specific input is produced after neurons recognize a pattern given. Then output signal from the neurons layer is passed to the outputs which also have activation functions [4].
To find the best set of weights sum for the inputs training techniques are used. The most commonly used method of training is back-propagation. Where weights are the links between each input and hidden layer, each hidden layer and each output. Depending on the number inputs, number of samples for each inputs, number of outputs and samples for each output for a system, the number of hidden neurons is continuously altered to find the best matching neurons that give the weighted sum with least Mean Squared Error (MSE).

Manually, this can be done by trial and error through altering the number of hidden neurons, recording the output target value and comparing it to desired output target to realize the error margin. The process is repeated with different number of hidden neurons until the most optimal number of neurons is selected. This is important because lack or excess of neurons will lead under or over fitting. After the optimal number is selected, the network can be trained.

In Matlab, data samples of inputs and outputs, is divided to 3 sections. Training, validation and testing data. The user can select the percentage from the samples allocated to each section with the training process using atleast 50% of the samples. The software allows the use to select from different algorithms to categories the data [4].

2.4 ANN execution Scheme

After studying the PI STATCOM structure. Two points of control were determined. The phase angle and the firing angle. The ANN controller was selected to control the phase angle output of the PI controller in the degree needed to regulate a specific voltage sag/swell value on the power system buses. ANN can derive the relationship from given input and output sets.

To provide samples of possible transients, active power demands at network is maintained and reactive power content at load is varied. When this happens it affects voltage levels on STATCOM buses non-linearly. Voltage at transmission lines for each reactive power variation is measured and the phase angle needed to correct this voltage is computed manually in the Simulink by trial and error. Each input and its output is a data set sample. Multiple Samples need to be fed to the ANN in order to train it to provide accurate results and relationship between inputs and output.

The ANN control plant follows a Single Input Single Output control strategy (SISO), with the voltage at the transmission point being the input and the corresponding angle to compensate the transients is output for that input. A data sheet is made up at different loading cases and fed to artificial neural networks.
2.5 ANN optimization

The neural network in the project was designed using Matlab Neural Fitting Tool. The inputs and outputs of the ANN are fed to the fitting tool with selection of percentage of samples allocated for training, validation and testing.

It is preferred to keep the training percentage as high as possible without neglecting the other configurations. This is because a solid training is important for an effective controller. In this case 70% of samples is given for training while the other two shares the remaining percentage. Number of hidden neurons and one of the three backpropagation optimization algorithms available is selected. Before implementing the system, from the regression plot it possible to foresee the performance depending on the wellness of the fit of samples on the regression plot.

The Bayesian regularization back propagation is selected to process the input and output data in the hidden neurons. This is because it minimizes the weight of input functions by neglecting other inputs in the calculations. Therefore, they use less number of neurons. They have the advantages of improving overall generalization of the network and to avoid overfitting by cancelling out unwanted samples. An increased percentage of error of samples plot on the regression curves results in more random output due to incapability of full input data reading and analysis.

Figure 1.0 Result with small number of samples
2.6 Comparison scheme between PI STATCOM and ANN tuned PI STATCOM

The effectiveness of both controllers is tested on a power transmission system. The power transmission system parameters are given as following.

Generator 500KV, 700MVA
Transmission lines 300Km
Load 600MW

The optimal load the network handles is 670MW. However, when the loading changes voltage transients occur and the controller’s voltage regulation response can be measured then. The power networking modelling and simulations were performed using Simulink.

Figure 2.0 Result with more samples

Figure 3.0 Test network assembly in Simulink
<table>
<thead>
<tr>
<th>Transmission line Vpu</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7084 ~ 1.464</td>
<td>311°</td>
</tr>
<tr>
<td>1.464 ~ 1.45</td>
<td>192°</td>
</tr>
<tr>
<td>1.45 ~ 1.3996</td>
<td>204°</td>
</tr>
<tr>
<td>1.3996 ~ 1.3401</td>
<td>185°</td>
</tr>
<tr>
<td>1.3401 ~ 1.2939</td>
<td>205°</td>
</tr>
<tr>
<td>1.2939 ~ 1.2162</td>
<td>180°</td>
</tr>
<tr>
<td>1.2162 ~ 1.1816</td>
<td>155°</td>
</tr>
<tr>
<td>1.1816 ~ 1.1712</td>
<td>172°</td>
</tr>
<tr>
<td>1.1712 ~ 1.1524</td>
<td>130°</td>
</tr>
<tr>
<td>1.1524 ~ 1.1243</td>
<td>128°</td>
</tr>
<tr>
<td>1.1243 ~ 1.0889</td>
<td>105°</td>
</tr>
<tr>
<td>1.0889 ~ 1.048</td>
<td>65°</td>
</tr>
<tr>
<td>1.048 ~ 1.0383</td>
<td>80°</td>
</tr>
<tr>
<td>1.0383 ~ 1.0287</td>
<td>11°</td>
</tr>
<tr>
<td>1.0287 ~ 1.0167</td>
<td>55°</td>
</tr>
<tr>
<td>1.0167 ~ 1.0095</td>
<td>47°</td>
</tr>
<tr>
<td>1.0095 ~ 0.9953</td>
<td>2°</td>
</tr>
<tr>
<td>0.9953 ~ 0.9849</td>
<td>-14°</td>
</tr>
<tr>
<td>0.9849 ~ 0.9718</td>
<td>-42°</td>
</tr>
<tr>
<td>0.9718 ~ 0.9345</td>
<td>-17°</td>
</tr>
<tr>
<td>0.9345 ~ 0.9085</td>
<td>-20°</td>
</tr>
<tr>
<td>0.9085 ~ 0.8713</td>
<td>-45°</td>
</tr>
<tr>
<td>0.8713 ~ 0.8353</td>
<td>-30°</td>
</tr>
<tr>
<td>0.8353 ~ 0.8100</td>
<td>-76°</td>
</tr>
<tr>
<td>0.8100 ~ 0.7876</td>
<td>-82°</td>
</tr>
<tr>
<td>0.7876 ~ 0.765</td>
<td>-75°</td>
</tr>
</tbody>
</table>
4.0 RESULTS AND DISCUSSIONS

Figure 4.0-5.0  PI and ANN STATCOM response (output voltage) on 900MW+100MVar

Figure 6.0-7.0  PI and ANN STATCOM response (output voltage) on 900MW+200MVar

Figure 8.0-9.0  PI and ANN STATCOM response (output voltage) on 50MVar

Figure 10.0-11.0  PI and ANN STATCOM response (output voltage) on 100MVar
From Figure 4.0 - 11.0, it is observed that the output voltage response presented by ANN controller is better than that of the conventional PI controller in operating the STATCOM in capacitive and inductive mode.

In the capacitive modes, the ANN controller has shown the capability to provide the closest output value to the nominal value in comparison to PI controller. Whereas in the inductive modes the PI controller continued oscillating and didn’t achieve an output set point, this is because it exceeds its voltage stability enhancement margin. Meanwhile with ANN control STATCOM managed to smoothly regulate transmission line voltage.

5.0 CONCLUSION

ANN can be adapted to achieve a certain target through different training techniques. The design of artificial neural network depends on the how neurons are activated. The advantage it has over other controllers is that it involves human interaction for training purposes which enables the user to detect and prevent computing errors. Furthermore, create automatic control scheme and non-linear relationship between inputs and output which enables the design of multiple, reliable and flexible control procedures.

To sum up, the performance of the conventional PI STATCOM controller is tested against ANN tuned PI controller. The voltage of the weak point in the transmission lines is the input while the target of the ANN is the phase angle to manipulate flow and amplitude of reactive current. The results have shown that the ANN controller is superior to the PI controller in performance and with training it was capable of eliminating PI controller issues and enhancing its performance.
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Abstract

In power system, major industrial devices such as transformers and some other synchronous machines requires reactive power for sustaining magnetic field. Reactive power is describes as the movement of background energy within an alternating current (ac) system arise from the creation of electromagnetic field. Reactive power is necessarily needed to ensure that voltage is kept constant in order for active power transfer through the transmission lines. If there is insufficient of reactive power, voltage sags occurs and cause no power to be deliver to the load at the transmission lines. This reactive power deficiency in utility distribution network can cause major industrial loads and any other relevant commercial operations to stop functioning, resulting in huge losses to the economy. Therefore, it is important to take relevant steps in identifying the prominent concerns of power quality disturbances and hence what measures can be done to enhance the quality of power recommended. One of the ways to mitigate power quality in distribution system is the use of FACTS devices. Studies has shown that DSTATCOM proves to be the most reliable and efficient devices for distribution system. In this paper, a Neural Network based PI controller and a PI controller are designed to monitor and regulate the voltage at the load end of the distribution system. A well-trained Neural Network controller was created with a simple structure based on the number of hidden layers and number of neurons per layer used. Each controller was designed with suitable gains to ensure that the load voltage response is within a specific steady state error. By applying MATLAB simulation, both controllers were compared in term of minimal settling time on the voltage characteristics while different types of load applied. These Simulink results were obtained by performing through qualitatively and quantitatively testing. Thus, these results concluded that the Neural Network based PI controller is a better controller for DSTATCOM in distribution system because it has satisfactory compensation of voltage sag capability, better reliability and better feasibility compared with PI controller.

Keywords: Neural Network, DSTATCOM, Distribution system, Voltage control.
1. Introduction

In the current era of electrical power systems, the electrical power system structure can be mainly divided into four components: generation, transmission, distribution and utilization. However, the voltage ratings in a power system can be divided into three levels: the generation level (10kV–25kV). The power is generated at a relatively low voltage level to keep high voltages insulation of the generator armature within boundary, the transmission level (110kV–420kV), and the distribution level (10kV–72kV). Electricity is produced in generating stations which consists of large amounts of generators that supply electrical power, the transmission system then carries the electrical power from the generating station to the load station and finally the distribution system feeds electrical power to nearby cities and factories. Power is supplied to the customers at various voltage levels. Heavy industrial consumers connect from 150 kV until 10 kV voltage levels and households connected to a 0.4 kV voltage level [1]. The change in voltage levels is done by transformers.

The fast development of reliable semiconductor devices leads to new possible power electronics configuration for better power transmission and load flow control. In the society that we are living now, the society’s dependence on electricity has become critical and the social impact of failing power system is beyond imagination. Power disturbances occur on every electrical system, the affectability of today’s complex electronic devices make them more vulnerable on the quality of power supply. For example, a short period of disturbances can cause computer data to be hay wired, interrupted communications, and equipment failure [2]. A spike of power voltage can bring even harm to valuable equipment. Thus, engineers are responsible for ensuring that the power system supplies reliable power to its customers at rated voltage and frequency under allowable load fluctuation limit. There is a wide variety of power quality disturbances such as transient overvoltage/swells, harmonics distortion, voltage sags, voltage flickering, impulse transients and interruptions [3]. Currently, one of the most common issues faced in power systems is the occurrence of voltage sag. Voltage sag is defined as the decrease in voltage magnitude for a short period of time, caused by a fault usually within the utility system, customer’s facility or the existence of large amount of increase in current in electrical devices. This fault may cause relevant sensitive equipment to trip or hinder any other motors connected to the power system, resulting in poor power quality. In an industry, voltage sag occurs frequently in the transmission and distribution system and cause major severe problems and economical loss. Power quality permeates through the electrical industry and plays a crucial role in conceiving an appropriate solution for reliable power supply worldwide. As the concept of power electronics continue to advance, semiconductor devices opens up new possible power electronics configuration to aid power transmission and load fluctuation control. One of the ways to mitigate power quality in transmission and distribution system is the use of FACTS devices. Among these devices, DSTATCOM proves to be the most reliable and efficient devices for voltage regulations [4]. Its applications are for sensitive loads that may have been affected by voltage fluctuations in the ac system. A suitable adjustment on the phase and voltage magnitude of the DSTATCOM output voltage allows satisfactory reactive power exchange between the DSTATCOM and the system.

In this paper, a Neural Network based PI controller and PID controlled are designed and simulated to control the voltage at the load end of a distribution system.
as the load varies. The comparison between these two controllers is to identify the best controller that can be easily generated for the DSTATCOM. The well-trained Neural Network controller will be generated in a simple structure based on the number of hidden layers and number of neurons per layer. Both controllers will be adjusted to a suitable gain based on the feedback which contains the changes in voltage error. These gains should keep the output voltage magnitude within the minimum steady state error.

2.0 Research Methodology

2.1 Overall Methodology Process Flowchart

The simulation is done by following the process as shown on Fig. 1.

![Flowchart for the methodology used.](image)

In order to enhance the performance of the distribution system, the DSTATCOM will be connected to the distribution system. The DSTATCOM was
designed using MATLAB Simulink ver. 2016a. Firstly, the DSTATCOM is disconnected from the system to analyze the waveform of the output voltage with a 200kW resistive load. If voltage sags below 1 p.u, the DSTATCOM will be injected into the distribution system. The control scheme is based on the sinusoidal PWM and the DSTATCOM takes the measurement of the rms voltage at the load point. The measured rms voltage will then be compared with a reference voltage. The difference in value between these two voltage values generates the error signal and act as the controller’s input. Such error will then be processed by a controller to produce out the required angle to eliminate the error to zero, which means adjusting the load rms voltage to become the reference voltage. In this paper, a well-trained Neural Network controller and PI controller will be created to test their performances under the effect of different load values of resistive loads, inductive loads and capacitive loads applied to the system. The response of the voltage control done by both controllers are obtained through MATLAB simulation.

2.1.1 Distributed Static Compensator (DSTATCOM)

![Figure 2. Schematic diagram of DSTATCOM [5].](image)

The DSTATCOM is a custom power device utilized in power distribution system. It is low in cost, small in size, and has a quick response on dynamic load under disturbances [6]. DSTATCOM comprises of a voltage source converter (VSC), dc storage device, and a coupling transformer connected in shunt to the distribution system through the coupling transformer. The VSC changes the dc voltage across the dc storage device into a set of three phase ac output voltage. These voltages are in phase and coupled with the system through the coupling transformer's reluctance [6]. Suitable adjustments of the phase and magnitude of the DSTATCOM output voltage permits compelling control of active and reactive power exchange between DSTATCOM and the ac system. Such configuration permits the DSTATCOM to generate the injected shunt current, $I_{sh}$ referred from Eq. (2), to correct the voltage sags by adjusting the voltage drop across the system impedance [5]. The formula for determining $I_{sh}$ is:

$$I_{sh} = I_l - I_s = I_l - \frac{V_{th} - V_l}{Z_{th}}$$  \hspace{1cm} (1)

$$I_{sh} \angle \eta = I_l \angle - \theta \frac{V_{th}}{Z_{th}} \angle (\delta - \beta) + \frac{V_l}{Z_{th}} \angle - \beta$$  \hspace{1cm} (2)

Where,
\[ I_l = \text{load current} \quad I_s = \text{source current} \]
\[ V_l = \text{load voltage} \quad V_{th} = \text{thevenin voltage} \]
\[ Z_{th} = \text{thevenin impedance} \]

2.1.2 Proportional Integral (PI) controller

The purpose of the control scheme is to ensure that the voltage magnitude remains constant at the point where the sensitive load is connected when power disturbances is present. The control system measures the rms load voltage whereby reactive power measurement is not required. The VSC switching strategy depends on the sinusoidal PWM technique which offers simplicity and great response. As custom power is generally used for low power control application, the PWM technique offers more adaptive alternations compared to Fundamental Frequency Switching (FFS) strategies favored in FACTS applications. Furthermore, high switching frequencies can be utilized to enhance the efficiency of the converter without bring about major switching losses. The controller input is an error signal acquired from the reference voltage and the rms value of the terminal voltage measured. This error will be processed by the PI controller whereby the output is an angle, \( \delta \) given to the PWM signal generator. It is imperative to aware that in an indirectly controlled converter, active and reactive power is exchange between DSTATCOM and the ac system simultaneously. The error signal generated by comparing the reference voltage with the rms load voltage measured. The PI controller process the error signal and produce out the required angle to eliminate the error to zero which means the rms load voltage is brought back to the reference voltage. Figure 3 shows the Simulink model of a PI controller.

![Simulink model of a PI controller](image)

Figure 3. Simulink model of a PI controller [5].

From figure 3, the PI controller is a closed loop controller which controls the system with a weighted sum of error and integral that value. The PI controller drives the error signal to be zero for a step input.

\[
\text{Error signal} = V_{\text{ref}} - V_{\text{in}} \quad (3)
\]

Where,

\[
V_{\text{ref}} = 1 \text{ p.u as reference voltage} \\
V_{\text{in}} = \text{measured load voltage in per unit value}
\]

2.1.3 Neural Network based PI controller
The artificial neural network was introduced as a set of simplified neuron. These neurons can be generally defined as simple signaling units of the nervous system of a living being in which every neuron is a discrete cell whose functionality is the same as its cell body. In 2005, Gwong Won Kim et al [7] presents an ANN based coordinated control scheme for STATCOM to maintain its output voltage at substation bus of a power system. In 2010, Aman Ganesh et al [8] designed an ANN based STATCOM to control the switching criterion of the voltage source converter so that the total harmonic distortion can be reduced by injecting line current at the Point of Common Coupling (PCC). In the following year, Amer et al [9] presents the ANN based STATCOM to improve the damping of a single machine infinite bus system and multi machine power system to compare ANN controller and PID controller on the effectiveness of both controllers in power system stabilization control.

From the literature survey mentioned earlier, network can generally be categorizes as a system with or without feedback. In the case of networks with feedback, its output value is determined by its input value. For network with no feedback, an output vector is computed from its output neurons for each input vector enters into the network [10]. Subsequently just, networks having a forward stream of data are defined as feed forward network. Another network that falls under the feed forward network category is the multi-layered feed forward back propagation network which consists of a layer of z-hidden units. One thing to take note is that the output value is always bias with the hidden units. This bias acts like weights on connection from its unit ensuring that the output is always 1. The number of hidden layers of a network can be set as desires. Figure 4 shows an illustration of a neuron network whereby the input layer is connected to the hidden layer and the hidden layer is then connected to the output layer through some sort of weights interconnection.

![Illustration of a neuron network in MATLAB](image)

Figure 4. Illustration of a neuron network in MATLAB [11].

In this paper, the purpose of creating a neural network controller is to enhance the robustness of the conventional PI controller. A neural network based PI controller is designed with suitable gains depending on the operating condition which is the error in voltage regulation. The role of the well-trained Neural Network is to tune the PI controller with minimum mean square error. The Neural Network controller is generated in a simple structure depending on the number of hidden layer and number of neurons per layer used. In order to train the Neural Network, the input pattern is used together with the output pattern that consists of the optimal gain value which has been collected after performing several simulations of the closed PI controlled voltage at load point. These patterns are used to train the Neural Network and the output of the Neural Network is the optimal values of $K_p$ and $K_i$. 
3.0 Result and Discussions

In order to improve the performance of the distribution system, the DSTATCOM is connected to the distribution system. The DSTATCOM is designed using MATLAB Simulink version 2016a. Figure 5 and 6 shows the Simulink model for DSTATCOM with PI controller and Simulink model for DSTATCOM with Neural Network controller respectively.

Figure 5. Simulink model for DSTATCOM with PI controller.

Figure 6. Simulink model for DSTATCOM with Neural Network controller.

The DSTATCOM acts as a controlled reactive power source. It consists of a Voltage Source Converter and a DC storage capacitor device, capable of absorbing or injecting reactive power to the system. The whole system was built to mitigate voltage sagging issue. However, some of the parameters are not available, so an approximate value is used during simulation. Table 1 shows the parameters selected for the system.

Table 1. Parameters of Simulink model.
<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Voltage source</td>
<td>25kV</td>
</tr>
<tr>
<td>2</td>
<td>Frequency</td>
<td>60Hz</td>
</tr>
<tr>
<td>3</td>
<td>Line impedance</td>
<td>312.5Ω, 0.01178μH</td>
</tr>
<tr>
<td>4</td>
<td>DC voltage</td>
<td>3.5kV</td>
</tr>
<tr>
<td>5</td>
<td>Capacitor</td>
<td>3.3mF</td>
</tr>
</tbody>
</table>

Figure 7 illustrates the simulation done by both controllers namely PI controller and Neural Network based PI controller and also the output voltage profile with DSTATCOM disconnected from the system.

Figure 7. Load voltage profile with resistive load P=200kW.

According to figure 7, it is seen that both methods are capable of compensating voltage sag. However, the load voltage for using PI controller is 1 p.u whereas the load voltage for using Neural Network controller is 0.9965 p.u. This shows a percentage error of 0.35% between both controllers under the effect of connecting 200kW resistive load on transmission lines. Therefore, the PI controller has higher compensation rate of voltage sag compare to Neural Network method when connecting resistive load.

Figure 8 shows the comparison result between the two controlling methods, that is PI and Neural Network methods when a 200kVAR inductive load is connected to the transmission lines while the resistive load have been removed.

According to figure 8, it can now be seen a slightly notable compensating response between the two controlling methods. However, the capability of recovering voltage sag for PI controller still triumphs over Neural Network controller. The load voltage for using PI controller is still 1 pu whereas the load voltage for using Neural Network controller is 0.9922 p.u. This shows a percentage error of 0.78% between both controllers under the effect of connecting 200kVAR inductive load on transmission lines.
Figure 8. Load voltage profile with inductive load $Q_L=200k\text{VAR}$.

Figure 9 below shows the comparison result between the two controlling methods, that is PI and Neural Network methods when a 200kVAR capacitive load is connected to the transmission lines while the inductive load have been removed.

According to figure 9, it can be seen clearly on the response between the two controlling methods. It is obvious that the PI controller is incapable of mitigating voltage sag. The load voltage for using PI controller is 0.7562 p.u whereas the load voltage for using Neural Network controller is 1 p.u. Table 2 shows the summary of results between both controllers as load value increases for different type of loads.
Table 2. Load voltage values obtained through Simulink with DSTATCOM using PI and ANN controller.

<table>
<thead>
<tr>
<th>No.</th>
<th>Time (s)</th>
<th>P (kW)</th>
<th>Qc (kVAR)</th>
<th>Ql (kVAR)</th>
<th>Load voltage with DSTATCOM using PI controller (p.u.)</th>
<th>Load voltage with DSTATCOM using ANN controller (p.u.)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Resistive load</td>
<td>Inductive load</td>
<td>Capacitive load</td>
<td>Resistive load</td>
<td>Inductive load</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>200</td>
<td>200</td>
<td>0.9465</td>
<td>0.9922</td>
<td>1.0000</td>
<td>0.9660</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>280</td>
<td>280</td>
<td>0.9835</td>
<td>0.9505</td>
<td>1.0000</td>
<td>0.9655</td>
</tr>
<tr>
<td>3</td>
<td>520</td>
<td>520</td>
<td>520</td>
<td>0.9923</td>
<td>0.9434</td>
<td>1.0000</td>
<td>0.9652</td>
</tr>
<tr>
<td>4</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>0.9910</td>
<td>0.9563</td>
<td>1.0000</td>
<td>0.9650</td>
</tr>
<tr>
<td>5</td>
<td>760</td>
<td>760</td>
<td>760</td>
<td>0.9896</td>
<td>0.9293</td>
<td>1.0000</td>
<td>0.9646</td>
</tr>
<tr>
<td>6</td>
<td>840</td>
<td>840</td>
<td>840</td>
<td>0.9868</td>
<td>0.9157</td>
<td>1.0000</td>
<td>0.9642</td>
</tr>
<tr>
<td>7</td>
<td>920</td>
<td>920</td>
<td>920</td>
<td>0.9853</td>
<td>0.9090</td>
<td>1.0000</td>
<td>0.9634</td>
</tr>
</tbody>
</table>

4.0 Conclusion

This paper presents the analytical study on dynamic power control done by DSTATCOM in a distribution system. The study reveals that the well-trained Neural Network can be used to predict voltage values on load bus of the transmission line on any type of load connected to the transmission system at any time. The Neural Network based PI controller is designed in a simple structure according to the number of hidden layers and number of neurons per layer used, comparing with the structure designed for a conventional PI controller. The difference in voltage control performance done by these two controllers is not much. This shows that the Neural Network based PI controller is capable of implementing for DSTATCOM with simpler hardware needed compared with the PI controller. However, the development of Artificial Neural Network technique can always be developed further for future research study.
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Abstract
This paper analyses the heat response data collected from a Photovoltaic thermal system (PV/T) system, under normal conditions, with different heat transfer fluid water and nanofluid acting as a coolant. Experimental and simulation values were compared and analyzed in this paper. The thermal response of the PVT system depends solely on the irradiation of sunlight. Therefore, the thermal energy output of the PVT system varies according to the solar irradiation. In this experiment, the PVT thermal response was measured via Thermocouple sensors mounted in each layer of the PVT system, which included solar panel, aluminum thermal plate, and Heatsinks. A charge controller was connected to the output of the PV to regulate the charging process for a battery so that the electrical output can also be effected by the thermal response of the solar panel. The amount of solar irradiation was calculated based on the reading from the Pyranometer and the surface area of the PV. The setting of the Pyranometer and the thermocouples to measure the PV thermal value and the ambient temperature was set to ten seconds each, which was read using a data logger.

Keywords: Hybrid PV/T, Thermal energy, Heat transfer, thermal collector, photovoltaic
1.0 Introduction

Solar is one of the clean, renewable and sustainable sources of energy which has to be harvested everywhere on the earth special places which have extended the sunshine around the year like Malaysia. This source of energy can be harvested by Photovoltaic Thermal (PVT) which can contribute to the energy consumption of the household or industry [1]. In regards to utilizing the combination of thermal and photovoltaic systems, the technology has been there for a while now, but not much work has been done to improve on it. PVT’s have to start to attract more interest in the solar energy sector due to increasing demands for renewable energy source [2]. A PVT can harvest both electrical and thermal energy since the PV by itself alone only can retain up to 20% maximum and the majority of the energy around 70% is wasted via thermal [3]. The low efficiency of the PV can be further improved by harvesting the thermal portion of the Sun radiation on the PV system and collected such energy in a thermal tank for the future usage. A suggested approach is to come up with a mathematical modelling of the system, simulate using MATLAB/Simulink, analyze the gathered data, evaluate the efficiency as a mean to transfer the thermal energy collected in a container under the PV and suggest improve efficiency of the system and build the best model according to the results that been approached.

Solar panels work perfectly only in certain weather condition, but since the weather is always changing and the solar panels are used in different climate all over the world, most panels do not operate under ideal conditions. Understanding how the solar panels react to these different conditions is essential for engineers to develop a solution accordingly [4]. With this knowledge, a design can be introduced to improve the efficiency of solar panels that operate in non-optimal conditions. This study was undertaken to employ water in the container as a coolant in the PVT system. PV cells when its strike with a sunlight basically generates electricity, however, silicon PV cells tend to convert only small part of the radiation to electricity while the rest result in heating of the solar panels. As PVT system, there is heat transfer from the cells to the thermal plate or tubes to the coolant underneath. The heating of the coolant reduces the temperature of the PV cells, therefore increasing their efficiency when the solar cells are exposed to a high temperature and radiation conditions. The hybrid PV/T has a pump and storage tank but in this paper. Figure1 demonstrate the general Idea of the PV/T system principle.

![Diagram of solar energy systems](image_url)

Figure 1.1: Overview of solar energy system [5].
2.0 PV/T System Description

The hybrid system has 16 PV panels that can provide 18V high current module. This has been achieved by arranging the 9 V panels in parallel and series order. The final order can be seen in Figure 2.1. The thermal collector is attached to the PV panels to extract the heat from the panels. A thermal aluminum plate and Heatsinks are used for this purpose as shown in Figure 2.2.

![Figure 2.1: PV panels module](image1)

![Figure 2.2: Thermal Collector Plate](image2)

However, the heat dissipated from the thermal collector plate is been transfer to low thermal conductivity container which contains water. Later on, a circulation to a heat exchanger can be done to heat up the tank water.
3.0 PV panel composition

The PV panels are the most critical part this study which is important to know the panel material because the efficiencies of various materials have changed levels of reliance on temperature [6]. Therefore, a PV system must be designed not just as indicated by the most extreme, least and normal weather conditions at different location additionally with a comprehension of the materials utilized as a part of the PV board.

The PV panel is made out of various layers relying upon the photovoltaic innovation utilized. polycrystalline PEET PV panel is under investigation in this work. There are 4 fundamental layers in this PV panel, the glass covering, an against intelligent covering (ARC), PV cells, ethylene vinyl acetic acid derivation (EVA) layer. Since its low surface area regarding the panel region negligibly affects the temperature response [7].

4.0 Experiment Verification

This experiment investigates the thermal energy transfer in the PV/T system to identify the system behavior according to the solar irradiation since the heat transfer of the system layers and calculating the total efficiency of the system by using water and nanofluid as a coolant. Also, the solar panel temperature is important to know which can affect the electrical output power and lead to reduce the efficiency [7]. However, water is employed in the thermal container without any circulation as a start in this experiment to validate the mathematical model.

The pyranometer is a device that used to measure solar irradiance on a flat surface, which can measure the solar radiation flux density (W/m2). The pyranometer is directly connected to the data logger to accurately track the solar irradiation.

Data logger is an electronic device which records data over time or in relation to a location with a sensor. The frequency of capturing data can be set from 1 sec to minutes’ range. The duration of the capturing data can be set as the user desired from minutes to hours. For this particular case, the data logger was set to capture the data every 10 seconds for 3 hours. The data obtained was saved in a USB drive which was placed in the data logger and later transferred to the computer for analysis. The thermocouple is a sensor which used to measure the ambient temperature in conjunction with recording the irradiance of Sun at the same time. These data, irradiance of Sun and ambient temperature were saved on the same thumb drive and later transferred to a computer for analysis.

In this simulation, MATLAB software was employed for further analyzing the data obtained and to calculate the heat transfer of the PV/T and the efficiency in relation to the solar irradiance and ambient temperature.
Figure 4.1: Experimental set up

Figure 4.1 elaborate more the experiment verification by showing the schematic diagram of the whole system structure. Basically placing thermocouples sensor in each layer of the collector and the tank to observe the heat transfer by recording the data in a data logger. Charge controller (MPPT) used to control the output of the PV to regulate the charging process for a battery and power meter to observe the output power by recording the output data. Heat exchanger coil has been mounted inside the tank. Moreover, the Figures below show the types of equipment used to conduct the experiments.

Figure 4.2: Thermocouple
Figure 4.3: Data logger
Figure 4.4: Solar charger(MPPT)
Figure 4.5: Pyranometer
location

country: Malaysia  
city: Subang Jaya  
GPS Coordinate: N3o 3.886’ E101o 36.995’

Time period for Experiments

Month for experiments start: January  
Day of month for experiment start: 23  
Length of Experiments (days): 32  
Time step during experiment (h): 3 to 4  
Graphics display during Experiment: NO

Collector Orientation

Slop angle: 0°  
Azimuth: 0°

Collector specifications

Area(m): 2  
Emittance of absorber plate: 0.86  
Emittance of cover: 0.92  
Back insulation Conductivity (W/K.m): 0.2  
Back insulation Thickness(mm): 50  
Index of refraction of cover material: Glass  
Absoprtance of absorber Plate: 0.65  
Collector fin efficiency Factor: 0.95  
cell efficiency: 0.15  
PV cell type: polycrystalline  
PV references temperature: 25  
Thickness of the cover (mm): 3  
wind velocity (m/s): 1  
Tank capacity: 29L

Cooling fluid parameters

flow rate (L/min): 3  
inlet fluid temperature(°C): 40  
water heat capacity (J/kg. °C): 4181
5.0 Mathematical model illustration

For example, the table below shows some assumptions of a different parameter that has an impact on the system efficiency can give a pre-results of the system efficiency after implementing them in the mathematical model. Moreover, it can be determined how to evaluate the system and how to improve heat transfer and overall efficiency. Yet more areas can be covered that affect the efficiency but the details below only cover some.

Table 5.1: System input assumptions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV thickness</td>
<td>$b_{pv}$</td>
<td>0.35</td>
<td>mm</td>
</tr>
<tr>
<td>Emittance of cover plate</td>
<td>$\varepsilon_{pv}$</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>PV conductivity</td>
<td>$K_{pv}$</td>
<td>130</td>
<td>W/(m.k)</td>
</tr>
<tr>
<td>Ration of tube to spacing</td>
<td>$d/w$</td>
<td>0.076</td>
<td></td>
</tr>
<tr>
<td>Insulation conductivity</td>
<td>$k_{in}$</td>
<td>0.035</td>
<td>W/(m.k)</td>
</tr>
<tr>
<td>Thermal Collector Area</td>
<td>$A_{col}$</td>
<td>0.88</td>
<td>m$^2$</td>
</tr>
<tr>
<td>Thermal absorber plate thickness</td>
<td>$b_l$</td>
<td>0.4</td>
<td>mm</td>
</tr>
<tr>
<td></td>
<td>$b_t$</td>
<td>0.3</td>
<td>mm</td>
</tr>
<tr>
<td>Flow rate</td>
<td>$V_m$</td>
<td>7</td>
<td>L/h</td>
</tr>
<tr>
<td>Tube diameter</td>
<td>$d_d$</td>
<td>8</td>
<td>mm</td>
</tr>
<tr>
<td>PV absorbance</td>
<td>$\alpha_{pv}$</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>Tube Spacing</td>
<td>$w$</td>
<td>0.15</td>
<td>m</td>
</tr>
</tbody>
</table>

How some of these variables would decide the impact of the thermal and electrical efficiency of the PVT system. This permits us to decide the parameters that have the best impact on the PVT system and to give a knowledge into what input could be made by adjusting any configuration parameter.
Maybe the conspicuous beginning stage for breaking down any heat exchanger is to look at what impact flow rate has on its efficiency. Commonly, heat exchange is controlled by the Reynolds number which is a component of flow rate; multiple flow rate was used to inspect its impact on the efficiency. In Figure 4.3 it can be seen in different flow rates there is a slight increment in the thermal efficiency. Moreover, in any case, the expansion in the Reynolds number with expanded flow rate implies that heat transfer from the PV cells is enhanced, in this manner implying that electrical efficiency increments possibly.

![Figure 5.1: Efficiency vs fluid flow rate](image)

It can be seen in figure 4.4 that by enhancing the thermal conductivity between the PV cells and the thermal plate there is an obvious increment in the electrical efficiency. In light of this perception, there is an important to guarantee that great thermal coupling between these materials is ensured.
From Figure 4.5 above it is obviously demonstrated that absorptions enhance the thermal efficiency. Commonly, PV cells are intended to amplify their absorption of wavelengths where the photoelectric impact jumps out at silicon cells, in the extent from 400nm up to roughly 1200nm. In any case, the solar spectrum proceeds to roughly 2500nm and these long wavelengths have a tendency to be reflected though they are consumed by the solar thermal system. The alterations One of the downsides of
expanding the absorption of longer wavelengths is that it tends to be showed in the PV cell temperature being increased hence bringing a decline in the electrical efficiency.

In Figure 4.6 it can be seen that expanding the range secured by PV cells results in a decrease in thermal efficiency, moreover, it additionally brings about a slight change in the electrical efficiency.

6.0 Results and discussion

The data that has been taking from the temperature sensors and the pyranometer, later on, been used by MATLAB to be further analyzed. The Figures below are the outputs of this experiment and the simulation.
Figure 5 shows a comparison between experimental and simulation analysis of each layer’s temperature in the PV/T system. The layers in sequence solar panel, aluminum thermal plate, heat sink and water in the container. Figure 4 indicates that the behavior of the temperature in each layer depending solely on the solar radiation as shown in figure1. However, the surface of the thermal aluminum plate is bent and deform because of the heat generated while welding the Heatsinks so it's not symmetry with the solar panel which leads to some heat loss also the thermal glue in between which has 2% loss and that explain the gap in between the thermal aluminum plate and the PV panel.

Heat is characterized as the type of energy that is exchanged between two systems by ideals of a temperature contrast [8]–[10]. Figure 6 shows the thermal energy been transferred by radiation from the sun to the PV. The thermal energy is rising in some points which indicate the PV is gaining energy and reached around 220W.

Noticing a drop of the thermal energy between 12 pm to 13 pm, that’s can be explained as the panel cooling down by losing heat to the other layer of the PVT system which is the thermal plate.
Moreover, the thermal plate reached a maximum energy of 300 W result of the interaction between the PV and the thermal plate. Spontaneously, heat flows from a hotter body to a colder one. This heat transfer process between the PV panel and the thermal plate called conduction since there are two plates attached to each other. The drop in some points can be explained that the thermal energy is transferred out of the plate to the heatsinks under the plate.

Figure 6.3: Simulation (b) and experimental (a) of thermal energy.
Figure 6.4: Simulation(b) and experimental (a) of thermal energy.

6.1 Experimental with water

Here it can notice the small gap between the heatsink and the fluid which can be improved by increasing the surface area of the heatsinks, however, some loss outside the collector can effect too. Moreover, the tank temperature reaches around 40 °C from an initial temperature of 24 °C which indicate a 16 °C gain to the water. Moreover, the PV temperature not exceeded the 60 °C like in figure 6.2 which show a reduction of 7 °C degrees after circulating the water in the container. Also, can notice the high gap between the PV panel and thermal aluminum plate also thermal aluminum plate and the heatsinks.
Figure 6.1.1: experimental using water for PV/T1

The thermal aluminum plate is bent and deform because of the heat generated while welding the Heatsinks so it's not symmetry with the solar panel which leads to 13% heat loss and the thermal glue in between which has 1% loss. Also, the heatsinks attached to the thermal plate in a point welding only which cause 11% loss.

6.2 Experimental with Nano fluid

Figure6.2.1: Experimental using nanofluid for PV/T
Employing nanofluid increases the thermal transfer as shown in figure 4.3.4 to 19 °C, reaching a 42 °C were initially started from 23 °C. The nanofluid and the water in the tank both temperature almost same which show the nanofluid has a better thermal conductivity and improved the heat flow to the tank. Also having a high thermal conductivity it's mean conducting heat faster and that shows the aluminum thermal plate has a smaller gap with PV panels temperature which indicates the nanofluid absorb the heat faster. Moreover, the PV panels temperature did not exceed 60 °C due to a better heat flow.

6.3 Temperature affect

![Experimental no water](image1)
![Experimental steady water](image2)
![Experimental water with circulation](image3)
![Experimental nano fluid](image4)

Figure 6.3.1: PV temperature

Investigate in different methods regarding the heat transfer fluid it gives an insight of PV temperature behavior. Figure 6.3.1 shows the four experiments that been conducted and how much increase in the temperature of the PV panel. In the beginning, using no heat transfer fluid shows the PV panel can reach a temperature of 65 °C, even after adding the steady water the temperature still reached 65°C. However, applying circulation to the water almost maintain the PV temperature thus, the efficiency slightly improved since the PV temperature effect the electrical Output. As can be noticed from Figure 6.3.2 each increment of 5 degrees above the optimal temperature (25°C) can decrease the output voltage about 0.5 volts. Therefore, a reduction or maintaining a lower Surface temperature on the PV panel can improve the electrical efficiency.
6.4 Electrical Efficiency

Solar radiation for pv surface area =376.5 w

\[
\text{Electrical output} = \text{Voltage} \times \text{Current} = 18V \times 2.8A = 50W
\]
Electrical efficiency = \[
\frac{\text{Electrical output}}{\text{Solar radiation}}
\]  \[\text{[10]}\]

\[
= \frac{50}{376} = 13.3\%
\]

The electrical efficiency of the system is found to be 13.3\% based on average radiation.

### 6.5 Thermal Efficiency:

- **Water as Heat Transfer Fluid:**

  With thermal output of 16-degree Celsius difference in 30L, the power stored:

  \[
  \text{Thermal output} = m \cdot C \cdot \Delta T \quad \text{[11]}
  \]

  \[
  = 27 \cdot 4181 \cdot 16 = 1806192 \ J
  \]

  \[
  E = \frac{J}{s} \quad \text{[12]}
  \]

  \[
  = 1806192/(\text{time}) = 1806192/(60*60*3) = 167.24 \ W
  \]

  Thermal efficiency = \[
  \frac{167.24}{376} = 44.4\% \ [x]
  \]

- **CNT Nanofluid as Heat Transfer Fluid:**

  With thermal output of 19 degrees’ Celsius difference in 28L, the power stored:

  \[
  \text{Thermal output} = m \cdot C \cdot \Delta T
  \]

  \[
  = 27 \cdot 4181 \cdot 19 = 2144853
  \]

  \[
  E = \frac{J}{s}
  \]

  \[
  = 2144853/(\text{time}) = 2144853/(60*60*3) = 198.59 \ W
  \]

  Thermal efficiency = \[
  \frac{198.59}{376} = 52.8\%
  \]

### 6.6 Total System Efficiency

- **Employing water** 44.4\% + 13.3\% = 57.7\%
Employing nanofluid \(52.8\%+13.3\% = 66.1\%

5.0. Conclusion

The sensible and viable use of solar energy is a critical way which can manage the worldwide vitality crisis at present. Photovoltaic (PV) cell, which changes over sun radiation to electricity, with no structure for mechanical thermal interlink. So the study on enhancing the productivity of solar panel is exceptionally essential. This paper showed the thermal response of the PV/T system layers and how much the solar panel can absorb heats when the temperature rises. Thermal collector and thermal tank are carefully improved. Both function well in collecting and storing thermal energy. Heat transfer fluids used are water and CNT nanofluid. The test done on the performance of the system using these two fluids showed that the CNT nanofluid (66.1\%) performed better than water (57.7\%) in thermal efficiency Finding a way to make the thermal energy transfer faster in each layer can help to improve the efficiency of electrical and thermal output, hence fast heat transfer can maintain a steady temperature. with this knowledge, a design can be produced to improve the efficiency of solar panels that operate in non-optimal conditions. However, this study will be continued to employ a nanofluid to improve furthermore the heat transfer in the PV/T system.
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Abstract
In this paper, a research is done to estimate the critical location for a person to be standing nearby a tree in the presence of lightning. The lightning current characteristics used in this paper are those recommended by IEC standard for Negative First Stroke, Negative Return Stroke and Positive Stroke. Materials considered in the paper are tree and copper. The distance between a person and a lightning struck object varies and the computed electrical field strength distribution is around the height of 1 m to 10 m high. Based on the results discussed, there exists the point of which a side flashing to a person at a given distance is most probable. It is not advisable for a person to stay under a tree due to the enhance probability of side flashing.
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1. Introduction

Lightning is a natural phenomenon that occurs around the world and it is known to cause damage to the environment, structure, people and animals [1]. A typical lightning current carries up to 100 kA [1]. It was documented that lightning has one of the highest fatality rate towards people over the years compared to other natural disasters [2]. A proper documentation of injuries and death related to lightning is very rare to obtain even in the global scale [3]. In Malaysia, it was estimated to have 100 to 150 lightning death discovered cases per year [1]. In the year 1995, the maximum lightning ground flash density was over 38 flashes/km² with an average of 4.40 flashes/km² [4]. The table below shows some lighting related incident captured by the local news media from the year 2010 until 2014.

Table 1: Lightning related incident
Lightning mostly occurs during thunderstorms, it seeks out a path, whereas the impedance is at its lowest in order for it to discharge [5]. If the path struck is not the best (have higher impedance value), a side flash might occur in order for it to reach the ground. Side flash is a term when a lightning struck an object, but due to the high impedance value of the object, it reacts by finding a shortest path to ground and jumping or ‘side flashing’ to the nearest object with a lower impedance. A tree is an example of a high impedance object as it is not a rare case to see a tree struck by lightning. The lightning and tree model is as shown in Figure 1.

<table>
<thead>
<tr>
<th>Source</th>
<th>Location</th>
<th>News Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Star</td>
<td>Kota Tinggi</td>
<td>Lightning kills soldier during jungle training</td>
</tr>
<tr>
<td></td>
<td>Kuala Lumpur</td>
<td>Jogger struck by lightning in Titiwangsa park</td>
</tr>
<tr>
<td></td>
<td>Kuala Terengganu</td>
<td>Land of lightning</td>
</tr>
<tr>
<td></td>
<td>Batu Pahat</td>
<td>Lightning strikes two dead</td>
</tr>
<tr>
<td></td>
<td>Alor Setar</td>
<td>Lightning strike injures fisherman</td>
</tr>
<tr>
<td></td>
<td>Kuala Terengganu</td>
<td>Lightning kills teen washing hands with rain water</td>
</tr>
<tr>
<td>News Strait Times</td>
<td>Kuala Terengganu</td>
<td>15-Year-Old boy killed, 3 others injured by lightning</td>
</tr>
<tr>
<td></td>
<td>Hyderabad, India</td>
<td>Lightning kills 22 people</td>
</tr>
<tr>
<td></td>
<td>Mexico City</td>
<td>Lightning strike kills 7, including 4 children</td>
</tr>
<tr>
<td></td>
<td>Sandakan</td>
<td>Bornean sun bear struck by lightning dies</td>
</tr>
<tr>
<td></td>
<td>Batu Pahat</td>
<td>9-Year-Old girl struck by lightning dies</td>
</tr>
<tr>
<td></td>
<td>Batu Pahat</td>
<td>Two dead, one injured after lightning strike</td>
</tr>
<tr>
<td></td>
<td>Jasin</td>
<td>2 die in Merlimau lightning strike</td>
</tr>
<tr>
<td></td>
<td>Butterworth</td>
<td>Two dies in Batu Kawan lightning strike</td>
</tr>
</tbody>
</table>
As the air breakdown strength is approximate \(3 \times 10^6\) V/m, there is a possibility of side flashing happening if the electric field intensity develops at the object exceeds the said value. Based on the impedance of the tree as well as the lightning current that struck the tree, there is a possibility to determine whether side flash might occur and its range.

2. Methodology

At the beginning of this research, the concept of Conceive, Design, Implement and Operate was used to help produce the results for this research. In the Conceive phase, news of people getting struck by lightning while they are walking around or taking shelter were shared as unforeseen tragic event. The idea was conceive as the question that came to light was ‘How does a person get struck by lightning when the initial hit was a tree?’ Using this question, further study was done to understand the reasons of a person can be struck by lightning as a secondary target. ‘Side Flash’ a term that was used commonly by those that describe the situation.

The design phase is where the research was deepen to understand the concept and the method of simulating the situation. By doing so, a simulation can help predict and estimate the possibility of a person getting a side flash when standing under a tree. At this phase, mathematical model, existing research about lightning and trees and experiment done by researchers about it was compiled. Using MATLAB software as the base of simulation, lightning and trees were translated into mathematical model. With that, the third phase started, the Implement phase. This phase is where the simulation was data collected used for the simulation. As the necessary equipment are not there to help produce a physical experimentation as well as it being a dangerous task to handle such high voltage and current, the research proceed with simulation and numerical estimation to produce the results.

The Operate phase is where the results was compiled and discussed. By observing the results and graphs produce from the simulation, the deduction of the possibility of side flashing occurring was done. The comparison between three different object was able to produce expected outcome based on existing literature and research.

Different trees have different values of resistivity and inductance. The impedance value of each tree varies due to their age, height and moisture [6]. The
following parameters was obtained through an existing research allowing the simulation to produce the expected results [3].

E: The radial electric field at any given point of the tree  
R: The resistance of the tree  
L: The inductance of the tree  
\( V_a \): The potential at the topmost point of a human body  
\( V_b \): The potential at any given point of the tree  
r: The distance between the topmost point of the human body to a given point of the tree  
d: The distance between the human body and the object  
l: The height of the point of concern of the tree

![Diagram of lightning struck object and a person modelled for calculation](image)

Figure 2: Configuration of lighting struck object and a person modelled for calculation [3]

\[
V_b = i_{max}R + L\frac{di}{dt}_{max} \tag{1}
\]

Using the formula above, the potential along the tree is calculated. The maximum lightning current \( i_{max} \) and first current derivative \( \frac{di}{dt}_{max} \) considered in this study as recommended in IEC standard are [1]:

1. 90kA and 65kA/μs for negative first stroke (NFS)  
2. 28.6kA and 161.5kA/μs for negative subsequent stroke (NSS)  
3. 250 kA and 32kA/μs for positive stroke (PS)

The value for resistance, R, and inductance, L, was obtained through journal papers and articles about the electrical properties of trees as well as similar cases about lightning struck trees.

\[
r = \sqrt{d^2 + (l - 2)^2} \tag{2}
\]

\[
\Delta V = V_b - V_a \tag{3}
\]

\[
E = \frac{\Delta V}{r} \tag{4}
\]

The height of a person is considered to be as a low impedance object at 2 m. In this research, the distance between the tree and the person is set to 3 different cases, 1 m, 2
m and 5 m away. The height of the tree is considered to be 10 m and the electric field is calculated at the height of 5 m. The simulation considered the human body to be a perfect conductor and grounded, therefore

\[ V_a = 0 \]  

(5)

3. Results and Discussion

The calculated value of resistance and inductance for both type of trees are shown in Table 2. The distance between the tree and the person is shown in Figure 3 to Figure 8 by the different colour. The distance is represented by the letter d in the figures.

Table 2: The electrical properties

<table>
<thead>
<tr>
<th>Objects Struck</th>
<th>Resistance (Ω/m)</th>
<th>Inductance (H/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree A</td>
<td>$810 \times 10^3$</td>
<td>$3.32 \times 10^{-19}$</td>
</tr>
<tr>
<td>Tree B</td>
<td>$650 \times 10^3$</td>
<td>$4.17 \times 10^{-13}$</td>
</tr>
<tr>
<td>Copper Tape</td>
<td>$3.36 \times 10^{-4}$</td>
<td>$3.017 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Figure 3: Negative First Stroke on Tree A
Figure 4: Negative First Stroke on Tree B

Figure 3 and Figure 4 shows the estimation of the electric field distribution against the height at the given point of the tree for Negative First Stroke. The curve shows the peak of the electric field is at 2 meters high when the person is 1 meter away from the tree. The electric field strength drops slowly as both the height and the distance between the person and the tree increases.

Figure 5: Negative Subsequent Stroke on Tree A
Figure 6: Negative Subsequent Stroke on Tree B

Figure 7: Positive Stroke on Tree A

Figure 8: Positive Stroke on Tree B
Figure 5 to Figure 8 shows similar results to Figure 3 and Figure 4. Although we can see the declining in electric field strength as the distance and the height increases, the possibility of a side flashing is still high as the air breakdown strength was overcome. Figure 9 to Figure 11 shows copper used as the object struck by lightning.

Figure 9: Negative First Stroke on Copper Tape

Figure 10: Negative Subsequent Stroke on Copper Tape
As Figure 9 to Figure 11 shows that the difference in electric field strength is great. The possibility of a side flash when the object struck have similar electrical properties as copper tape is low. The hazard of being near a tree due to the electric field is very high as the value shown in the results exceeds the air breakdown strength greatly. However, the simulation in this paper are estimation and approximation. The possibility of side flashing is not 100%.

In real life, the height of the point which the lightning struck varies as it is difficult to predict the exact location of the struck point. It is not necessary that a person will not get struck by lightning when he is standing 10 meters away when the point struck on the tree is higher than 10 meters. There are more parameters and variables needed to compute such as the height of the person, the exact electrical properties of the trees and the amount of trees in the area. This paper goal is to determine whether the possibility of a person getting side flashing while standing at a certain distance from a tree. Therefore, it is advisable to seek shelter in an enclosure away for a tree rather than standing under it.

4. Conclusion

The possibility of a lightning to side flash to a person from a tree is based on the capability of it overcoming the air breakdown strength, $3 \times 10^6$ V/m. The details of the simulation in identifying the possibility is discussed in the paper. There is a possibility at which the lighting side flashing to a person occurring. Further studies required in order to identify more sound results as several simplification were employed in the study to obtain the data in which the results are based on approximation.


[16] Evan M. Gora, Stephan P. Yanoviak. Electrical Properties of Temperate Forest Tree: A Review and Quantitative Comparison with Vines, Department of Biology, University of Louisville, Louisville, KY.
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Abstract

The major challenge in the wind energy generation is on the capability of the generator used as energy convertors. Permanent magnet generators are employed for many years replacing the induction generators and efforts are put-in much on the control technique to harness the energy than on the looking for viable improvised magnetic generators. In this work, the magnetic circuit inside the conventional generator used is modified based on the electro-magnetic principles. Both the conventional and the proposed machine are analyzed using finite element tool. Use of Halbach set of magnetic orientation further improves the power density of the proposed generator. Five different models of the Halbach array system are designed each with a different ratio of the magnets. The results obtained are investigated for higher power density and a model is selected out of the five models designed initially based on its power density capability. The selected model has a power density 38.64% higher than the conventional 1:1 model. The foundation of selecting the optimum design is influenced by generation of high torque alongside attaining good flow of magnetic flux in the machine and reduced effect of harmonics. The analysis is done with constant speed that correlates the power density with that of the generator constant square density to reduce the complexity in computations.

Keywords: Novel Design, Wind Energy, Permanent Magnet, Halbach Array, Finite Element Method

1. Introduction

In the power generation industry, the electromechanical conversion of energy plays a vital role. Therefore, improving the efficiency of the generators is extremely significant in order to fulfill the energy demands around the world. Usually in a system where the energy is converted, a high amount of energy is lost in conversion in terms of mechanical transmission, power loss in the wires etc. [3]. Studies show that using a permanent magnet design inside a generator or motor can improve the efficiency of the system.
With more research on this type of technology, a good design is developed solving one of the main problems faced by the power generation industry. Permanent magnets have been in the market for a very long time now but recently due to advancement in power electronics controlling the operation of the generators a good increase in permanent magnets based designs is observed. For wind turbine application, the main things to consider are high torque and efficiency on low speeds. Because the wind does not move the rotor at a high speed, it just moves the rotor at low speed therefore the torque must be high [4].

Permanent Magnet Generators are introduced in the wind turbines in the early 2000s. Ever since then the market for these types of generators is on a boom. Statistics show the increase to be from 17% to about 40% that means the future is bright for this type of technology. The main reason for the increase is that using PMGs increases the efficiency along with flexibility and reliability [5]. Many big companies are carrying out intense research on PMGs by studying the basics principles in order to make this technology as efficient as possible. To design a great generator or motor finite element method (FEM) study can be used to understand the effects of different parameters on the output.

Using wind power to generate electricity is good in terms of saving the environment because the wind energy is free and it does not require you to burn the fossil fuels. This directly effects the environment in a way that the greenhouse gases are reduced and the pollution in the environment resulting in acid rains is reduced. After researching many different types of generator designs the idea of implementing halbach array into the design looks very convincing. In a halbach array system the excitation of the magnets help the flux to flow with more stability. This implementation strengthens the flux flow along with the magnetic field in the design. The excitation of the magnet is changed in halbach to help the flux to flow more easily and to strengthen the flow as well.

The objective of this paper is to study and analyze the effects of different magnet ratios of a Halbach design on the power density of the model by conducting series of simulations through the application of finite element method to select the optimum design.

2. Theoretical Framework

2.1 Proposed Design
Figure 1 and Figure 2 shows the machine designed and used in this analysis. Table 1 shows the parameters computed using the standard mathematical design equations.
After doing all the analysis on the model a 12-slot 10-pole machine with Halbach array and a ratio of magnets 1:2 is chosen. Each pole is divided into two different magnets one magnet represents the north or the south pole whilst the other magnet is based on the concept of Halbach that directs the flux to flow either right or left to strengthen the flux on one particular side of the magnet.

### 2.2 Finite Element Method

Finite element method (FEM) is a numerical method to solve linear and non-linear partial differential equations of a given system. It starts of by constructing the

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Machine</strong></td>
<td></td>
</tr>
<tr>
<td>Outer diameter</td>
<td>50 mm</td>
</tr>
<tr>
<td>Stack length</td>
<td>50 mm</td>
</tr>
<tr>
<td>Shaft diameter</td>
<td>8.8 mm</td>
</tr>
<tr>
<td>Shaft length</td>
<td>100 mm</td>
</tr>
<tr>
<td>Air-gap</td>
<td>0.5 mm</td>
</tr>
<tr>
<td><strong>Rotor</strong></td>
<td></td>
</tr>
<tr>
<td>Number of poles</td>
<td>10</td>
</tr>
<tr>
<td>Outer diameter of the rotor</td>
<td>32.4 mm</td>
</tr>
<tr>
<td>Inner diameter of the rotor</td>
<td>26.4 mm</td>
</tr>
<tr>
<td>Arc length of the pole</td>
<td>20.024 mm</td>
</tr>
<tr>
<td><strong>Stator</strong></td>
<td></td>
</tr>
<tr>
<td>Number of slots</td>
<td>12</td>
</tr>
<tr>
<td>Inner diameter of the stator</td>
<td>36.4 mm</td>
</tr>
<tr>
<td>Outer diameter of the stator</td>
<td>50 mm</td>
</tr>
<tr>
<td>Arc length of the stator</td>
<td>14.94 mm</td>
</tr>
<tr>
<td>Area of coil</td>
<td>38.52 mm²</td>
</tr>
</tbody>
</table>
design of your desired generator in 2D or 3D depending on your needs. Moving on the material properties of the different parts inside the generator is configured along with the excitation pattern of the magnets and coils. Moving on mesh of the system is generated that breaks the given structure into very small finite elements [7]. The finite element model results are useful to understand the behavior of the constructed model. After this the results can be analyzed and compared to understand to make sure that you get the most accurate results. If these results obtained are not what is expected the model can still be modified in many different ways to reach a point where the results are extremely accurate.

3.0 Methodology

3.1 Process Flow

Figure 3 shows the approach used in this research design. The process of designing the machine starts by understanding the fundamentals of electromagnetic principles. The flux flow of a conventional generator design is studied to produce a magnetic circuit. This magnetic circuit is then analyzed and studied to be modified to a new magnetic circuit based on the understanding of the Halbach concept. The basic idea of Halbach is to double the magnetic flux on single side of the magnetic instead of distributing the flux evenly on both sides of the magnet this phenomenon actually helps the strengthen the flux on the desired side of your design. So based on this idea first model of a PMBLDC is made. In this model, the size of the north and south pole is kept equal to the Halbach magnet. Subsequently to understand the effect of different magnet ratios on the power density the size of the north pole and the Halbach are altered resulting in five different models principally based on Halbach concept. These models are then analyzed through the application of finite element method and the results are recorded. These results are then analyzed in order to choose the optimum model by comparing the generator constant square density (G). Halbach model and the optimum model that is 1:2 are analyzed again for torque production and studying the effects of harmonics on the design and the optimum model is selected. Finally, after all the analysis the finalized model is sent for fabrication.
Figure 3. Analysis Flow Chart

### 3.2 Parameter Evaluation

The power constant is given by Equation (1).

\[
P_t = \frac{T \cdot \omega}{i} \tag{1}
\]

where \(T\) is the torque in newton meters and \(i\) represent the current in the coil in Amperes.

The generator constant is given as in Equation (2).

\[
K_g = \frac{P_t}{i^2} \tag{2}
\]

The loss in the generator due to winding is given as in Equation (2).

\[
P = I^2 R \tag{3}
\]

where \(P_t\) is the power constant and \(P\) is the resistive power loss in watts, \(I\) is the current in the coil in amperes whilst the \(R\) represents the resistance of the coil in ohms.

The generator constant square density for the designed generator is as in Equation (4). This is used as a comparative analysis parameter as it helps to compare of any generators as the power density is compared to the volume of the machine making it as a ratio of comparison.
\[ G = \frac{P_g}{V} = \frac{K_g/P}{V} \]  \hspace{1cm} (4)

where \( P_m \) is the generator constant and \( V \) represents the volume of the machine.

4.0 Results and Discussion

4.1 Machine Characteristics

To determine the best angle of operation the machine is kept at a constant speed of 300rpm and using the case control seven different cases with an increment of 15 degrees starting from 0 to 90 degrees are generated and the simulation is run the results are recorded and analyzed by plotting the curve.

Figure 4 shows the angle for all the cases are plotter and the pattern of the plot for all the 7 cases that are studied in this research. Based on the analysis of the results 60 degrees is chosen as the most optimal supply angle.

The attraction and repulsion forces of the magnets produce torque in a machine. The magnets produce magnetic field in the machine these fields interact to make the machine to rotate resulting in the production of torque. To decide the model with best torque characteristics three different models are studied by keeping the rotational speed at 300 rpm and the supply angle to 60 degrees. The torque results from the simulation are recorded and analyzed by plotting the graphs.

Figure 5 shows the torque produced by three different models. The interpretation of the graph is the torque for Halbach with a ratio of 1:1 is giving a torque that is very low. While on the other hand the non-Halbach version of the 1:1 model gives a much higher torque but the problem is that the torque is not uniform and is fluctuating over the same time. Finally, for the 1:2 Halbach model the torque is uniform and higher flux value than the Halbach 1 by 1 hence this model is the most acceptable one for the application designed for.
4.2 Fast Fourier Transform Analysis

Figure 6 and Figure 7 show the results of applying Fourier transform to understand the effects of magnet ratios on the third harmonic. The graphs below show that 1:1 model either Halbach or non Halbach give the same results and the 1:2 model gives different results. The second bar represents the 3rd harmonic of the system so the model with a ratio of 1:2 has a lower amplitude of the second bar than that of the 1:1 model hence the most suitable model is the 1:2 Halbach model.
Figure 6. Fast Fourier transform results for 1:1 (Halbach & Non Halbach) model

Figure 7. Fast Fourier transform results for 1:2 Halbach model

<table>
<thead>
<tr>
<th>Parameters</th>
<th>1:1</th>
<th>1:2</th>
<th>1:3</th>
<th>1:4</th>
<th>1:5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_T$ (Torque Constant)</td>
<td>1.9e-4</td>
<td>3.1e-4</td>
<td>2.7e-4</td>
<td>2.4e-4</td>
<td>2.4e-4</td>
</tr>
<tr>
<td>$K_G$ (Generator Constant)</td>
<td>1.3e-5</td>
<td>2.7e-5</td>
<td>1.76e-5</td>
<td>1.76e-5</td>
<td>1.76e-5</td>
</tr>
</tbody>
</table>
In the table 2 above the torque produced by all five models is recorded from the software. The volume of the machine is calculated by multiplying the cross sectional area into the stack length. Using these values, the torque constant, generator constant and generator constant density is calculated to select the design with the highest generator constant square density. The model with 1:2 has the highest generator constant square density and is suitable for the application of design proposed, as seen in the table.

5.0 Conclusion

The design of a generator has a big impact on the electrical output of the model, minor modification in the design can make the model to operate very differently. In this paper the idea of using Halbach array into a generator design are studied along with the selection of the best ratio for the Halbach. The 1:2 model is selected as the final model as the generator constant density is the highest at about 26.341, this is a staggering 38.64% higher than the 1:1 conventional Halbach array model. Correspondingly, the torque and the fast Fourier transform results also favour the 1:2 models. For future work further optimization of the design can be achieved by carrying out analysis parameter alteration and analysing the behaviour of the model.
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Abstract
The upper limb is one of the most important parts of the human body due to the fact that it promotes reach, touch, and grabbing motions which is useful for a person to perform everyday tasks. Over the years, people are exposed to many forms of illness, injuries, disabilities or even accidents that may affect the mobility of their upper limb area. These unfortunate events will affect one’s productivity thus finding an effective solution is critical as to remedy the affected parts of the upper limb back to full functioning order. Therefore, the application of an upper limb tracking system is proposed in helping rehabilitating patient recover quicker. In this paper, the tracking system is made to be different than other existing tracking system where it tries to have the simplest, lowest cost and effective Upper Limb Tracking System(ULTS). Softwares such as Arduino IDE and Processing is used to unlock the latest potential together with the use of effective codes to simulate and produce reputable data for comparison and analysis purposes for the patient’s progress. The codes applied were found to produce drift and noise for the motion data readings thus offset algorithms were applied into the codes. Due to the drift of the gyroscope, the accelerometer which is more stable is used to determine the upper limb motion angles. Complementary and Kalman filters were also applied in the codes to provide less noise and smooth accurate graph data. The live graphs produced allow better understanding on gyroscopes sensitivity and drift effect. The filters applied provided with a more accurate graph which is a lot smoother and easier to understand. The filters were also explain on its theory. Movement of graphs together with raw data was produced which will help provide a baseline and target value. Furthermore, an external robotized arm which runs through myoelectrics is also implemented as a solution to help patients gauge their progress visually which helps the everyday person to understand the numerical data better as it allows them multiple angle views of their arm when their own arm’s movement is replicated onto the prosthetics. With the external robotized arm, the user is able to have a both an accurate motion tracking system which will help them understand their arm performance while having the simplicity of a prosthesis that gives out simple visual gauge that helps the patient or user track their progress.

Keywords: tracking system, sensors, rehabilitation, upper limb, Arduino, Processing,

1. Introduction
The human upper limb consists of parts from the human fingers until the shoulder area. Everything in between them would be classified as the upper limb region of the human body. The upper limb is one of the most important parts of the human body due to the fact that it promotes reach, touch, and grabbing motions which is useful for a person to perform everyday tasks. Over the years, people are exposed to many forms of illness, injuries, disabilities or even accidents that may affect the mobility of their upper limb area. These unfortunate events will affect one’s productivity thus finding an effective solution is critical as to remedy the affected parts of the upper limb back to full functioning order. To address the problem, it is found over the years that exercise training is one of the best ways to rehabilitate the affected parts of the upper limb back into health as independent and repetitive movements during the exercise would strengthen the limb muscles and allow quicker recovery to give the patient full level of function. Based on a journal, the author agrees that strength or independent exercise training that induces resistance to the affected part of the upper limb helps with rehabilitation [1]. To achieve the best result through the rehabilitation exercise, the movements and trajectories of the limb has to be quantified and measured for progress and comparison purposes. In this case, being able to capture the motion movements and details when the patient is to perform a specific task is desirable as to give out the most accurate results of their progress and for comparison purposes.

Throughout the years, there have been many protocols developed to assess the upper limb kinematics. Most of the measurement systems rely on electromagnetic and optoelectronic principles whereby even though it is effective, the high cost, complexity and restricted field of operation prevents them from being well exposed to the general public for their rehabilitation purposes [2]. To aid the study, questions such as how an upper limb tracking system help rehabilitating patients gauge their progress and how effective is having an external robotized prosthesis help patients visually understand their progress can be stated as the study revolves around the design of a system that should help the patients progress quicker. The tracking system is made to produce angle reading datas that will be used as a gauge and the external robotized prosthesis is a simple arm that has markings to help assess the movement visually.

As the motion tracking of the human upper limb research has been done extensively through other studies, the system can be improved by trying to use new types of inertial sensors and microcontrollers together with the motorized prosthetic upper limb. The motorized prosthetic arm will be made to replicate the rehabilitation movements visually thus giving the patient better understanding of their progress. The prosthetic arm would be functioning through the use of Electromyography(EMG) sensors which converts electrical potential of the human muscle cells into a direct motion when it is paired with a microcontroller motor servos [4].

With the motion tracking of the upper limb paired together with the replication of the upper limb movement through the use of motorized prosthetics, this could be the first system that allows both advantages to limb rehabilitation and health knowledge as it would give patients the opportunity to gauge their rehabilitation progress together with the ability to visually inspect the functionality of their arm. Therefore, these two systems could eventually be a cost effective way into the limb tracking and replication study.
Therefore, our solution in this study is to overcome the unnecessary complexity and cost issues by using inertial sensor based systems whereby it is more user friendly and very cost effective thus giving the opportunity to obtain the limb motion reading for analysis purposes while the prosthetic arm incorporates visual results to compliment the quantitative data obtained. The measurements from the human limb motion can be quantified through the use of gyroscopes and accelerometers [3]. These sensors allows the motion data obtained to be connected to a base station (microcontroller) for processing which in turn produce the needed readings of the movements. The objective of the study is mainly to design the upper limb tracking system and the external robotized prosthetics. With the design ready, we can point out that the project scope is limited to the involvement of the tracking system that is made of sensors and components in a small package in which the user can wear it on their arm. Also, the data obtained from the sensor readings gives the users the opportunity to gauge their performance while the external robotized prosthetics is made to replicate the actual movement of the user’s arm thus giving the patients visually easy to understand movements of the affected arm.

As for the literature review, the already available human motion tracking technology and existing upper limb studies together with a basic breakdown of the design of the external prosthetics will be discussed in this section.

1.1 Mechanical Human Motion Tracking

This method of tracking human limb motion is one of the oldest technology out of all the available systems [5]. The system is mechanical due to the linkages used to connect and link the person together with the system. It works by having fixed structures of jointed, straight plastic or metallic rods which is linked together with sensors such as potentiometers that moves at the joints of the person’s body. In simple form, the links forms an exoskeleton surrounding and attached the wearer thus for every movement done by the wearer, the exoskeleton system tracks every relative motion happening. This system is actually relatively accurate for a motion tracking system as it records real time data due to the linkages measuring every motion instantaneously through direct contact. Furthermore, the system is priced reasonably well to produce but does not relate to today’s technology advancements as the system is rather restrictive in motion as the user is constantly restricted to the specified degree of freedom of the exoskeleton linkages thus making it not worthy for future use.

1.2 Magnetic Motion Tracking

Due to the nature of magnetic sensory devices being widely available, it is relatively inexpensive to obtain thus making it a cost effective way to create a motion tracking system. The magnetic tracking system is reasonably accurate when determining the position and orientation of a solid object. A magnetic tracker usually consists of a source emitter and receivers which are sensors that is placed at the desired motion tracking area of the human body. The trackers detect motion through generated magnetic fields while having the ability to work without major obstruction or shadowing problems [7]. The source emitter is made out of three coils which are right angles to each other whereby when the the coils are subjected to current signals, a rotating magnetic field is produced. This will then prompt the the sensor coils which are perpendicular to each other. When this happens, the induced current in the sensor
 coils will then form a nine element rotation matrix, which will then be used to compute the position and orientation of the sensor respective to the emitter [8]. Even though the magnetic tracking system seems feasible in the long term, it has its own limitations that prevent the system to be fully utilized thoroughly. Due to the nature of magnetic fields, when the distance of the magnetic tracker is put further away from the generating source, the magnetic field power decreases thus scaling and modification of the user movement should be made to simulate a larger working volume [9]. The scaling and modification of the user movement is needed as the distance of the emitter is directly proportional to the position and orientation errors in the fourth power caused by deformation of the magnetic field created [10]. This would then cause inconsistency to the accuracy of magnetic systems within the working area.

1.3 Motion Estimation Through Inertial Measurements

Author Huivu Zhou, focused on almost the same research question whereby the upper limb motions are estimated through the use of inertial measurements. However, in this study the author went with using commercial sensors such as the MTx inertial/magnetic sensors made by Xsens from the Netherlands [13]. As stated above, magnetic sensors do provide an alternative for cheap and accurate sensor that would determine the position of the upper limb. Unfortunately, the nature of magnetic devices of having magnetic interference and distance issue is not a desirable limitation to have as it would be affecting the sensor readings since the world is littered with magnetic objects from our daily lives. Eventhough the sensor is magnetic based, the rest of the sensor is still Inertial Measurement Unit(IMU) based whereby it uses components that is available today such as an accelerometer and gyroscopes to obtain readings. The Xsens unit definitely provides all the bells and whistle as a tracking unit system but due to the high purchase price, it is not recommended as the everyday user cannot afford the high cost [13].

1.4 Inertial Measurement Sensors

1.4.1 Gyroscopes

Gyroscope is basically a device that measures orientation and rotation. Today it is incorporated into a sensor and installed in many electronic devices. To allow tracking of the human motion a micro electromechanical system(MEMS) based gyroscope can be used. These sensors work based on the Coriolis effect principle whereby it generates a Coriolis acceleration through the result of the angular rotation produced by a vibrating MEMS structure. The sensor has various direction about a driving transducer’s axis which brings out a vibration on different axis in a detection transducer. The vibrations occured is regulated by an oscillator circuit and a signal conditioning system whereby transforming the measurements to the output which is then expressed in angular rates. This then offers an interface to the sensor [12]. MEMS gyroscopes are generally integrated as a sensor. These sensors have a relatively low power consumption but give out a little inaccuracy. The power consumption is a little more than that of an accelerometer but still considered low which is very much needed in small battery powered application. The latest designs of gyroscopes were able to give out three dimensional read outs [13].

1.4.2 Accelerometers
Accelerometers are sensors used to measure its own linear acceleration. It is usually paired with a gyroscope for its application. When a mass or substance is connected to a spring-damper link which is also fixed to the sensor’s platform, the sensor can detect when it is accelerating. As the sensor is sensing acceleration, it is actually moving in a opposite direction relative to the sensor housing (Figure 4). Then the mass displacement which is proportional to the force of the spring can be determined. Here the measurement of displacement is then converted to the sensor output which is able to read in digital or analog form thus providing with the acceleration reading [13]. The principle that goes on behind the accelerometer is that it measures the forces between a mass and the housing to which the former is attached. Specific forces acting such as the acceleration is considered a discrepancy between the instantaneous acceleration and free fall due to gravity. During free fall moments, the sensor reads the measurement as zero. For a sensor to stay immobile, a specific force is needed which is pointing upwards and has a gravitational acceleration value. Only then the projection of a specific force to the sensor axes measurements can be obtained[13].

1.5 Robotized Prosthetic Arm

Prosthetics became a necessity over the years to cater to amputees which involved in either accidents, injuries or even illness to help them continue on with their daily tasks without the awkwardness [7]. Over the years, many advancement has been made towards the prosthetic limbs whereby it is getting even more realistic to the point that it went from having true to life joint movement to having real live movements through the technology of robotics. Eventhough the technology is already there it is still not perfect whereby it still does not move as accurate as we want to. Today, robotics are used in various forms of application when it is applied to prosthesis. Neuro rehabilitation is one of the examples whereby robotics can be applied as it is a medical process which aims to help patients to recover or compensate their lacking mobility. Here sensor such as the electromyography(EMG) sensor can help to move the motorize robotic prosthetics by connecting the EMG sensors to any parts of the human body thus using the electrical potential of the human muscle to activate the joint movement after the digital data is sent through a microcontroller such as an Arduino [17].

According to a paper published by New Jersey’s School of Engineering paper, as robotic arms such as the 3D printed ones are getting more attainable by the public, people can now obtain the design drawings from the web and start producing it. This means that compared to regular prosthetics that requires professionals to design it, the 3D printed ones are alot cheaper to produce while being more modern in design as these newer ones can be personalized with servo motors and microcontrollers which allows more features[18]. This shows that an external robotized prosthetics has alot of potential but currently it only serves one purpose which is just as a prosthesis. When paired together with a tracking system, the prosthesis can definitely be made to compliment the motion tracking system of the arm by visually defining the user’s rehabilitation process.

2. Research Methodology
According to the flowchart in Figure 1., the project begins by understanding the project scope of the study. Next, there will be discussion on the components needed, assembly of the components and also the programming or coding needed to run the experimental setup. Lastly the data collected will be discussed and tabulated for further understanding of the study.

Figure 1. Methodology Basic Flow Chart
2.1 Hardware & Equipment

2.1.1 Upper Limb Tracking System (ULTS)

A microcontroller board is basically a mini computer. It does whatever a computer can do albeit being limited by its hardware specifications thus only able to control or run one task at a time [19]. Here the Arduino Uno microcontroller was chosen as the desired microcontroller/base unit. An Arduino microcontroller was chosen due to its flexibility, support, user friendliness and having the most reasonable price compared to a Raspberry PI for example. A Raspberry PI may be a mini full blown personal computer but since this study only requires basic sensors and very little computing power, the low cost and simplicity of the Arduino Uno makes more sense[20]. The Arduino is also flexible in a way where it allows the user to purchase a basic fully built microcontroller or have the DIY version which gives the user the opportunity to assemble only the required output and input pins and components. This gives more opportunity especially to enthusiasts as the processor is the only main component that is important for processing any task. The rest of the components available on the Arduino Uno for example are there simply as a simple easy to use platform for the general public to quickly plug and play their desired sensors. Furthermore, it is also preinstalled with a boot loader which allows the user to write codes without the need of any external software thus using the default Arduino IDE Coding software [21]. With these specifications, the sensors that will be used in this study can be connected to the Arduino Uno thus having the ability to control the sensors and give out the desired results.
Since the system is to be wearable and wireless, the board will have its power supplied through a four 1.5 volt AA batteries connected on a battery tray thus supplying a constant 6 volts to the board. Since most sensors or devices that connects to the Arduino Uno runs on either 3.3V or 5V the 6V would not be a problem as the board has a built in voltage regulator to regulate the supplied voltage according to the pin where the sensor is connected to.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Arduino Uno</th>
<th>Arduino Mega 2560</th>
<th>Iris Mote XM2110CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>ATmega328P</td>
<td>ATmega2560</td>
<td>ATmega1281</td>
</tr>
<tr>
<td>Flash Memory</td>
<td>32KB</td>
<td>256KB</td>
<td>128KB</td>
</tr>
<tr>
<td>RAM</td>
<td>2KB</td>
<td>8KB</td>
<td>8KB</td>
</tr>
<tr>
<td>EEPROM</td>
<td>1KB</td>
<td>4KB</td>
<td>4KB</td>
</tr>
</tbody>
</table>

Based on a research paper done, a Memsic Iris Mote processor was used to run the same type of sensors used in this study[22]. The Iris Mote was taken as a baseline for processing capabilities thus based on the Table 1 above, an Arduino Uno may not seem to be up to par with the specifications of the Iris Mote but since balance of performance, ease of use, availability and cost is put into consideration, the Arduino Uno was chosen. The Arduino Mega would definitely run well with more RAM and FLASH memory performance but due to the large size which is unnecessary for the connection of just a few components. The Iris Mote on the other hand is not as widely available in Malaysia and requires self-assembly (ie. Soldering) of detailed parts together thus making it out of the selection list for easy to assemble components.

Next, the sensors chosen for the tracking system is the accelerometer and gyroscope. An accelerometer is a device that measures the difference in change of the gravitational acceleration. It could measure tilt and acceleration at its respective axis. The accelerometer is used so that the acceleration or tilt of the user’s upper limb can be extracted for analysis. Next, the gyroscope helps in determining the orientation which
gives out the angular position around each available axis namely X, Y and Z[23]. By having this feature, the arm’s pitch, yaw and roll along their respective axis can be determined. Here, a 6 degree of freedom (6DOF) MPU6050 one piece sensor made by DFRobot was chosen to determine the desired results.

![DFRobot 6DOF MPU6050 sensor](image1)

The MPU6050 sensor has both accelerometer and gyroscope built into a single chip whereby it has 3 axis for the accelerometer and 3 axis for the gyroscope. Compared to the LPR series gyroscope and MMA series accelerometer used based on a student’s paper, the MPU6050 is smaller, requires less components and easier to connect thus making it a desirable feature to have as the tracking system is better to be made as small and light as possible to allow better user comfort[22]. The components used based on the paper still does the same thing as the MPU6050 just having separate individual sensors incase the user wants to run only specific sensors only.

For easy connectivity, the Electronic Brick HC06 Bluetooth module was chosen as it one of the simplest ways to allow the ULTS system to connect and communicate with the coding/programming software (ie. Arduino IDE & Processing) thus allowing the ULTS system to operate wirelessly without any external cables for data transfer. The HC06 Bluetooth module runs on basic Bluetooth 2.0 which is also available built in most if not all laptops[24]. This gives wireless transfer of codes into the Arduino microcontroller thus reducing the hassle of needing a proprietary cable while giving the ULTS system a better visual appeal from its wireless look.

![Electronic Brick HC-06 Bluetooth Module](image2)

### 2.1.2 3D Print External Prosthetic Arm

3D printing had come a long way since its early days. Today, it requires the designer to just design the desired piece through a CAD software such as Solidworks then transferring the design file to the 3D printing machine for it to build the final
product. Many practical applications have been coming out too as enthusiasts, educators or students are able to innovate through the design of others that has been put out on to the web. With such easy access, prosthetic hand models can be obtained easily through sites such as Limbitless and Thingiverse[25]. Since the arm is a side feature to compliment the ULTS, the design of the prosthetics will be obtained from a Taylor’s University School of Engineering student’s past project. The external robotized prosthetics as stated by the objective will act as an easy to analyse the movement of the patient which will be replicated by the robotized arm. The arm provides multiple angle of visual analysis while allowing markings to be put at the elbow join to compare before and after arm mobility. Below is the design of the prosthesis obtained from SOE student Adam Tan Zhe Xin[26]. Some minor modifications is made to cater to the project scope.

![Robotized Prosthesis Designed through Solidworks](image)

Figure 6. Robotized Prosthesis Designed through Solidworks[26]

To allow the prosthetic arm to replicate the human upper limb movement, three key components are needed. Servo motors, a microcontroller and myoelectric sensors. Servo motors are small and gives a more precise rotation comparing to regular DC motor. Unlike DC motors, servo motors are actually made up of gears (either plastic or metal). A potentiometer is connected to the output shaft and an onboard controller. This will then give the servo motor the ability to rotate to a specific angle by keeping track of its current angular position. Controlling servo motor is different from controlling DC motors. The motor will require PWM (Pulse-Width-Modulation) controlling method to align the output shaft to a certain angle, depending on the duty cycle of the signal sent to the microcontroller. Here the servo motors play a role of controlling the movement of the elbow[28]. The movements depends on the strength of the muscle nerve signal [27]. The signal will then be processed by the microcontroller and translated into the movement of the limb. As for the microcontroller, an Arduino microcontroller is very well sufficient for the sensor and motor setup thus an Arduino Uno would be more than sufficient. An Arduino microcontroller is flexible in which is already explain previously under the Arduino microcontroller section. The microcontroller board will process the muscle signals that has been amplified by the muscle sensor(EMG), then translates it into the movement of the limb, which in our case is the movement of the elbow. An Arduino Uno should be powerful enough to run the motor servo and sensor as the setup does not require much processing power. Furthermore, the coding is the most important to make sure that the signal through the muscle(EMG) sensors are transmitted to the
motor to allow it to replicate real time movement. The codes to run the prosthetics will be obtained directly from the online open source pages for direct plug and play functionality. As for the connectivity to bridge the human arm together with the prosthetics, the potentiometer is used as the input signal from the muscle sensor to stimulate the movement of the servo motor. The muscle sensor that we will be using is called Muscle sensor v3[29]. Next, the myoelectric sensor pad will be regular EMG sensor pad that can be seen in any hospital. It will be the interface that will bridge the connection between the user and the microcontroller, so that the user will be able to control the prosthetic limb with just the flexing of muscle.

3. Experimental Setup and Discussion

3.1 Upper Limb Tracking System

3.1.1 Assembly

Figure 7. Upper Limb Tracking System Full Assembly

Figure 8. ULTS Experimental Setup
Most of the connections of the sockets and pins were obtained online through many open source webpages. From the respective spec sheets available the pins can be connected accordingly to allow connectivity.

Table 2. Connection Table for the MPU6050 Accelerometer/Gyroscope and the Arduino Uno

<table>
<thead>
<tr>
<th>MPU6050</th>
<th>Arduino Uno</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIN</td>
<td>5V</td>
</tr>
<tr>
<td>GND</td>
<td>GND</td>
</tr>
<tr>
<td>SDA</td>
<td>A4</td>
</tr>
<tr>
<td>SCL</td>
<td>A5</td>
</tr>
</tbody>
</table>

Table 3. Connection Table for the HC06 Bluetooth Module and the Arduino Uno

<table>
<thead>
<tr>
<th>HC06 Bluetooth</th>
<th>Arduino Uno</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>GND</td>
</tr>
<tr>
<td>V</td>
<td>3.3V</td>
</tr>
<tr>
<td>D1</td>
<td>RX pin</td>
</tr>
<tr>
<td>D0</td>
<td>TX pin</td>
</tr>
</tbody>
</table>

3.1.2 Setup and Results

After the assembly of all the relatable components to form the ULTS, the associated codes were compiled and uploaded to the microcontroller board to begin initiating the sensors connected. The codes can be transferred through the traditional method of connecting the microcontroller with the proprietary cable or through Bluetooth since the ULTS has Bluetooth connectivity.
The ULTS prototype was attached to the arm as shown above.

This experiment was carried out to determine the position and orientation of the upper limb. The upper limb is subjected to few types of arm movement to evaluate its performance thus giving the opportunity to analyze and compare the motion data.

During the experiment the arm movement was subjected to a few types of motion. The pitch, roll and yaw of each of their respective X, Y and Z axis of the upper limb was tested to find its motion data. The data in question is the inertial force vector which is the acceleration values of the accelerometer and the angular rates from the gyroscope. The motion data is tested up to 3 times for each of the motion being done to achieve an average result value.

The data collected from the accelerometer and gyroscope combo were filtered through the use of Kalman and Complementary filter. The filter was used to determine the actual motion data output as the raw data obtained from the sensor is exposed to interference and drift. With the filters, the comparison between theoretical and raw data can be made thus giving a more detailed comparison and result of the orientation and acceleration values. This will be discussed further in the discussion section.

Below is the type of movement the arm is subjected to obtain the motion data:
Figure 10. Forearm Pitching Upwards (A)

Figure 11. Forearm Roll Motion (B)
Based on the experimental setup and procedures done, the values from the accelerometer and gyroscope can be obtained at all the initial static position as a baseline average value before beginning the full motion of the arm. Sensor values obtained shown below in Table 7 and 8 below are the result of having the sensor values averaged since each axis of the sensor gives out two columns of sensor values showing its maximum and minimum values for each column due to sensitivity of the system.

Figure 12. Forearm Yaw Motion (C)

Table 7: Gyroscope X Axis Values

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-axis</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>y-axis</td>
<td>0.35</td>
<td>0.36</td>
</tr>
<tr>
<td>z-axis</td>
<td>0.47</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Table 8: Accelerometer X Axis Values

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-axis</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>y-axis</td>
<td>0.35</td>
<td>0.36</td>
</tr>
<tr>
<td>z-axis</td>
<td>0.47</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Figure 13. Arduino Serial Monitor for Accelerometer and Gyroscope Motion Data

Example
Table 4. Initial Baseline Readings Average

<table>
<thead>
<tr>
<th>Initial Position</th>
<th>Gyro X axis</th>
<th>Gyro Y axis</th>
<th>Gyro Z axis</th>
<th>Accel X axis</th>
<th>Accel Y axis</th>
<th>Accel Z axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forearm Pitch (A)</td>
<td>-0.2</td>
<td>-0.3</td>
<td>4.5</td>
<td>1.5</td>
<td>43.5</td>
<td>40</td>
</tr>
<tr>
<td>Forearm Roll (B)</td>
<td>-1</td>
<td>0.2</td>
<td>-4.5</td>
<td>10</td>
<td>-17</td>
<td>20</td>
</tr>
<tr>
<td>Forearm Yaw (C)</td>
<td>1.3</td>
<td>-0.45</td>
<td>4.5</td>
<td>1</td>
<td>38</td>
<td>43</td>
</tr>
</tbody>
</table>

Table 5. Full Motion Readings Average

<table>
<thead>
<tr>
<th>Initial Position</th>
<th>Gyro X axis</th>
<th>Gyro Y axis</th>
<th>Gyro Z axis</th>
<th>Accel X axis</th>
<th>Accel Y axis</th>
<th>Accel Z axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forearm Pitch (A)</td>
<td>-1.3</td>
<td>-1.45</td>
<td>1</td>
<td>-23.5</td>
<td>-25</td>
<td>-38</td>
</tr>
<tr>
<td>Forearm Roll (B)</td>
<td>0.9</td>
<td>-1</td>
<td>-5.5</td>
<td>21.5</td>
<td>-10.5</td>
<td>12</td>
</tr>
<tr>
<td>Forearm Yaw (C)</td>
<td>-1</td>
<td>0.1</td>
<td>4.5</td>
<td>1.2</td>
<td>42</td>
<td>43.5</td>
</tr>
</tbody>
</table>

- The gyroscope has a scale of 7.63 milli degree/seconds while the accelerometer has a scale of 1.2 milli meter/second².

Each axis values were determined through the use of codes done by Omer a fellow electronics enthusiast. The codes were uploaded onto one of the biggest open source website Github whereby normal people or developers upload their work which is already completed thus allowing people to use them for further development and analyse the results from the codes available[31]. The codes applied to obtained these motion data value can be referred to in the Appendix section. Since these codes only cater to particular sensors where in this case the MPU6050 sensor, it is actually better to refer though open source and developer webpages as they have a baseline to refer to.

To begin with, based on observation the gyroscope values of each respective X, Y and Z axis were very unstable compared to the accelerometer values. This might have happened due to the problem with gyroscopes whereby since it runs on algorithms that integrates over time, drift will occur as the system struggles to return to zero when the sensor goes back to its original position even though the codes applied is already made to help counter the errors and offsets. The motion data is still considered relatively accurate on the short term but when used for long terms, the gyroscope suffers from drift that will cause inaccuracy of the result data.
Here, it shows the importance of calibration. Calibration solves some of the inaccuracy but not completely. The codes applied for the results above helps to find the angles around each of the respective axis. When each of the axis of either the gyroscope or the accelerometer is exposed to any error or offset, the error will cause the drift effect which would produce big values that is not understandable. Thus to go around the problem, the accelerometer is made to calculate the angle and combine it with the gyroscope to combat the drift problem[32].

Each gyroscope output are given as follows whereby each axis uses the same equations. Here the axis is used as an example.

\[
\text{gyro}_x \text{scalled} = \frac{d}{dt} \theta^{\text{gyro}}_x
\]  

(1.0)

To obtain the angle for gyro_x_scalled, it must be integrated.

\[
\theta^{\text{gyro}}_x = \int \text{gyro}_x \text{scalled} \, dt
\]  

(1.1)

Euler’s integration method is applied as it is the most common method used.

\[
\theta^{\text{gyro}}_x(t_n) = \text{gyro}_x \text{scalled} \ast T + \theta^{\text{gyro}}_x(t_{n-1})
\]  

(1.2)

Assumption of x and y axis having their angles at 0 and z axis at 90 which gives

\[
\theta^{\text{gyro}}_x(t_0) = 0^o
\]  

(1.3)

\[
\theta^{\text{gyro}}_y(t_0) = 0^o
\]  

(1.4)

\[
\theta^{\text{gyro}}_z(t_0) = 90^o
\]  

(1.5)

Value of T gives out a huge effect towards the accuracy of the calculated angle. Slowing of the dynamics of the application produces smaller cycle time which gives out more accurate results. In this case a measurement of 20 milliseconds was used to allow the Arduino sketch to execute every 20 milliseconds to allow the measurement samples to be taken at each timed interval[32].

Next, as the offset compensation is still not ideal the angle of both the accelerometer and gyroscope are combined. The MPU6050 sensor chip measures 1G which is 9.81m/s² when levelled. With the value in hand, the acceleration of X and Y axis can be made to calculate the angle of each respective axis[31].

Below is the equation to determine the angles through the accelerometer X and Y axis.

\[
\theta^{\text{accel}}_x = \tan^{-1}(\frac{\text{accel} x \text{scalled}}{\sqrt{\text{accel} y \text{scalled}^2 + \text{accel} z \text{scalled}^2}})
\]  

(1.6)
With equations 1.6 and 1.7 angle through the use of the accelerometer can be determined. Although the angle maybe reasonable to be analysed, angle calculated through the use of accelerometer are still noisy and any slight vibrations can affect the accuracy of the angle due to the nature of accelerometers reacting to every minute force acting. In this case the best method to determine an accurate result of the motion data is through the use of filters which will be discussed below.

Using equations 1.6 and 1.7 the results for the angles through the use of accelerometer gives out the following:

\[
\theta_{accel} = \tan^{-1} \left( \frac{accel_{scaled}}{\sqrt{accel_{x \_scaled}^2 + accel_{z \_scaled}^2}} \right)
\]

(1.7)

Table 6. Motion Angle Through the use of Accelerometer Before Movement

<table>
<thead>
<tr>
<th>Initial Position</th>
<th>(\theta_{Accel X _axis})</th>
<th>(\theta_{Accel Y _axis})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forearm Pitch (A)</td>
<td>1.45</td>
<td>47.38</td>
</tr>
<tr>
<td>Forearm Roll (B)</td>
<td>20.86</td>
<td>-37.24</td>
</tr>
<tr>
<td>Forearm Yaw (C)</td>
<td>1</td>
<td>41.46</td>
</tr>
</tbody>
</table>

Table 7. Motion Angle Through the use of Accelerometer After Movement

<table>
<thead>
<tr>
<th>Initial Position</th>
<th>(\theta_{Accel X _axis})</th>
<th>(\theta_{Accel Y _axis})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forearm Pitch (A)</td>
<td>-27.32</td>
<td>-29.23</td>
</tr>
<tr>
<td>Forearm Roll (B)</td>
<td>53.43</td>
<td>-23.09</td>
</tr>
<tr>
<td>Forearm Yaw (C)</td>
<td>1.14</td>
<td>43.98</td>
</tr>
</tbody>
</table>
With the available motion data obtained, it is reminded that the readings are of a person with full functioning upper limb motion. As the system is to track and help patients track their rehabilitating progress, their motion data values should fall within the values determined above thus giving a good baseline for the user to gauge and determine their arm performance.

To achieve an almost noise and interference free tracking through the use of gyroscopes and accelerometers, it is still best when filtering algorithms are applied. Below shows the visual result of how much a filter can help smoothen out and give a more accurate result. Each colour of the live graphs shown below represents an axis of X, Y and Z of the gyroscope or the accelerometer and the filtered result.

<table>
<thead>
<tr>
<th>Colour Code</th>
<th>Gyro X axis</th>
<th>Gyro Y axis</th>
<th>Accel X axis</th>
<th>Accel Y axis</th>
<th>Kalman Filter X axis</th>
<th>Kalman Filter Y axis</th>
<th>Complementary Filter X axis</th>
<th>Complementary Filter Y axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yellow</td>
<td>Purple</td>
<td>Green</td>
<td>Light Blue</td>
<td>Red</td>
<td>Black</td>
<td>Blue</td>
<td>Dark Green</td>
<td></td>
</tr>
</tbody>
</table>

Figure 14. Forearm Pitching Upwards (A) Live Motion Graph
For Figure 27 above, based on observation, the yellow line representing the gyroscope’s X axis deviates from its initial position when the forearm pitches upwards to the maximum position. From here it is clear that the X axis represents the pitching motion. As suspected, the gyroscope’s graph deviates a lot compared to the accelerometer’s of the same axis. This proves that the gyroscope is easily interrupted with noise and interference that will inherently cause the drift. With the application of a Kalman Filter algorithm into the Processing codes, as shown above, the red and blue lines which represents the Kalman and Complementary filter allows accurate and smooth reading of the moving X axis pitching motion. The algorithm for the filters will be discussed later in a different section below.

![Figure 15. Forearm Roll Motion (B) Live Motion Graph](image)

Next, the rolling motion of the forearm shows that it rolls within the Y axis based on the graph in Figure 28. Here, it is also apparent that the gyroscope suffers from the same drift issue as the gyroscope’s Y axis that is represented in purple deviates so much from the actual value. The filters shows that with a minor rolling motion, the graph does not even deviates that much from the forearm initial motion.
As for the yaw motion of the forearm, the live graph does not register any motion as each of the lines remained constant with just minor deflection due to vibration of the hand. In this case we can clearly determine that with a 6 degree of freedom IMU sensor like the MPU6050, at a leveled position even though the sensor is moving horizontally, side to side or parallel to the leveled ground the sensor could not track or register any movement due to the limited degree of freedom from the sensor used.

To discuss on the drift issue for the gyroscopes, the Kalman filter applied is one of the most widely applied filter to compensate the inaccuracy of the gyroscopes. Kalman filter is an algorithm made which runs through a few measurements that is observed over time. The measurements are what we have observed which is the noise and interference that causes the error and inaccuracy of the motion data. To overcome the issue a Complementary filter as applied into the codes above is good enough to improve the gyroscope’s accuracy but a Kalman filter is always chosen due to its nature of being more accurate in smoothening and gaining the gyroscope’s accuracy back to normal[33][35].

With the equations solved the Kalman filter codes can be sketched thus producing the Kalman filter line in the live graph for easy and accurate reading of motion. As for the Complementary filter, it is a simpler filter to be applied. The Complementary filter actually manages both low and high pass simultaneously whereby the low pass filters the high frequency signals at which reduces the accelerometer exposed vibrations. The low pass filters also filters the low frequency signals which is the main issue for the experiment which is the drift issue of the gyroscope. The combination of these filters provides decent and accurate readings without the complexity of the Kalman filter[36]. Based on the motion data live graph
shown above, the Complementary filter results deviates just slightly of the Kalman’s thus proving it is a decent filter to implement especially on equipments that do not necessarily need high pin point accuracy.

As stated in the objective, the external robotized prosthetic was made as a side feature to compliment the ULTS. The idea is to replicate the human arm movement through the use of electromyography as explained in the methodology section. By replicating the user’s arm movement it will bring a whole new experience to the user as most everyday person does not want the hassle of having to learn complex graphs and gibberish numbers. This then allows the user to simplify the ULTS by having their arm attached with the EMG pads which will then instantaneously replicate their arm movement.

As the EMG sensors feed of human muscle electrical potential, with the available codes on open source webpages, coding it is as easy as just applying and uploading the codes to the arm’s microcontroller unit. With the design and application aside, since the prosthetic arm is external, the everyday person can visualize their arms limitation or performance during rehabilitation. Markings can be applied as to determine how much has the user healed over time.

The idea of the application maybe a simple one but it cannot be dismissed as even though the tracking of the arm motion can be determined accurately through inertial sensors, having the option to let the professionals such as doctors to help with the ULTS and help analyse the data while the user is able to easily operate the robotized prosthetics at home is a good one. Simplicity and ease of use will encourage the user to keep on going for rehabilitation thus allowing them to heal faster. With the markings, the user can make simple progress achievement notes by allowing them to gauge their progress at the beginning, in the middle and till the end of the rehabilitation sessions thus making them work harder and not skip rehab sessions just to have that push to get their arm back into health.
4. Conclusion and Recommendation

This project has successfully achieved the aims and objectives stated. First, an improved, low cost, simple and portable upper limb tracking system has been further developed with the use of two in one sensors together with having an external robotized arm as a visual aid to compliment the quantitative result values.

By applying codes that counters the offset and irregularities such as noise and drift, we were able to obtain relatively accurate readings of each of the X, Y and Z axis of the accelerometer and the gyroscope. By solving the offset issue, we then found the importance of calibration as it helps reduce errors when obtaining the average readings for each type of different arm motion. Since the average readings can be obtained, the values obtained are applied into the theoretical equations which then gave the angular results for each X and Y axis respectively of the arm’s motion.

Next, by applying the right codes into Processing, we were able to produce a live graph of the sensor’s reading thus giving the opportunity to analyze each of the arm’s motion. Through the graphs, it can be seen as observed during each of the accelerometer and gyroscopes results, the gyroscopes suffers from huge inaccuracy due to the large deviation of the tested motion axis. Filters were then applied to produce noise and drift free sensor readout which proves effective giving accurate and smooth graph shapes of the tested motion axis. This shows that filters are very important in the case of general use inertial sensors as these sensors do not come built in with the needed compensation components to counter these issues.

If the right calibration and filters are applied into these inertial measurement sensors, they show great future possibility for a cheap, simple and easy to use human motion tracking system. Also, with the aid of an external robotized arm, the everyday user has the opportunity to easily gauge their arm’s performance after rehabilitation sessions through the markings available on the prosthetics. This proves that simple visual results is still relatable as it removes the need to learn and understand complex graphs and values of the tracking system.
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Abstract

This study is done in conjunction with Panasonic Appliances Air-Conditioning R&D Malaysia with the main focus of determining and observing the effects of impact upon rubber bushings present in air conditioning units and to validate impact simulation results with its experimental counterpart. The purpose of this study is to answer the two research questions, one of which relates to how different meshing strategies of the rubber bushing will affect the accuracy of the simulation results while the other questions how to properly simulate a rubbing bushing given its characteristics and the parameters involved to achieve accurate results. The study aims to improve how rubber bushings are modelled in finite element analysis as past studies represent them as simple multidimensional spring which negatively affects the overall accuracy of the simulation results. To achieve these objectives, a simple compression experiment will be performed on a rubber sample given material data of rubber provided by Panasonic Appliances Air-Conditioning R&D Malaysia in the form of a stress-strain graph at the compression rate of 0.01/s. The simulation counterpart to the experiment will then be validated with those experimental results using the software Hypermesh and solver RADIOSS. These tried and tested parameters will then be used in a more complex impact simulation which involves real rubber bushings, a personalized jig, and a representation of an air-conditioning compressor. By modelling and performing an accurate simulation of the rubber bushings, it is believed that cost, time and energy can be saved in regards to future workings in research and development.

Keywords: Finite Element Analysis, Rubber, Hypermesh, RADIOSS, Validation.
1. Introduction

A rubber bushing, otherwise known as a rubber isolator, is an essential and classic component as a means to isolate vibrations. These bushings are more commonly known to aid in the quality of a vehicle in terms of noise emission, vibration and ride [1]. Several studies found discuss this component, most addressing the role of rubber bushings in the automotive industry. The area of interest these studies generally focus on is how rubber bushings deform and behave upon impact. As such, most of them depict crash experiments and simulations of a vehicle and how the impact will affect the rubber bushing.

This project focuses on the interest towards how the rubber bushing acts as a damper to isolate vibrations in an air-conditioning unit due to its compressor and is a joint study under Panasonic Appliances Air-Conditioning R&D Malaysia. The main study of this project is to determine and observe the effects of impact upon these rubber bushings and to validate impact simulation results with its experimental counterpart.

This project will be separated into two stages. The first stage involves a sample rubber specimen that was modelled and a simulated to undergo a compression test. The results from this simulation will be validated via an experiment done in the lab. The purpose of this simpler simulation would be to ensure the settings for the simulation for rubber will be correct for the next stage. The continuation of the study would be to manufacture a jig for a real impact testing involving industrial rubber bushing and a representation of the compressor used in a Panasonic air-conditioning unit. A simulation can then be done and validated by the test results.

The main concern of this project was the validation of simulation results against experimental data. During the initial set up of the simulation, it would be a requirement to first find the material characteristics of the material involved which in the case of the project would be rubber. A compressive test would be done to obtain the stress experienced by the rubber sample against the time taken to compress it.

The rubber specimen used in the rubber bushings in Panasonic air-conditioning units have been sent for testing by the Panasonic R&D department to obtain the data mentioned. The engineering stress-strain curve obtained will be used in the simulation to depict its material properties and will remain unchanged throughout the course of the project. The reason for this is that the company will be using these standardized properties for future simulations or experiments.

Rubber bushings play a significant role in the quality of the vehicle in terms of noise emission, vibration and ease of ride [1]. As such, upon cases such as impact of
the vehicle against a rigid object, the rubber bushing acting as the mount would surely abstain forms of deformation that will lead to an overall effect on the vehicle and its inner workings. At high speed impact, the engine mount has an essential role in keeping the engine of the vehicle intact as compared to low speeds, at which the mount may retain its function [2].

In accordance to rapid development in the engineering industry, the role of numerical methods has increasingly become more important. Numerical methods revolve around the main idea of taking an intensive problem and reducing it into a simpler alternative [3]. These methods is used as simplification when an experiment cannot be done due to instances such as extremely large components that hinder experimentations or when no other form of solution can be made possible. Due to the simplification process, it is important to note that the results of these methods will vary from real life conditions though this method is still preferred when an approximate result within an acceptable accuracy can be obtained rather than no obtainable results [4].

Finite Element Method (FEM) involves the concept of breaking down a given area of a structure into smaller segments or pieces called finite elements which are typically linear, quadratic or cubic triangles that combine to make up the original structure [5]. This process is generally referred to as meshing, where the geometry is discretized into smaller pieces. This is done because the overall solution to an engineering problem would be deemed too complex and unpredictable by using functions across the entire domain [13]. By discretization, the solution within an element can then be approximated using relatively simpler functions such as polynomials [13]. When the concept of FEM is used in a specific area of interest to analyse and find the magnitude of a particular variable (structural stress values etc.), it is called Finite Element Analysis (FEA).

In FEA, the vertices coordinates of each element can be determined, and thus the area and centroid of each triangle can be calculated. Integrating this equation, and all the equations derived from the surrounding elements that make up the whole structure will give the area of the entire structure, similar to integrating the total outer curvature of the structure [5].

Computer-aided engineering (CAE) offers several advantages as opposed to hands on testing in terms of better insight into the structural response of the system, the ability to identify challenges faster as well as better savings in terms of time and finances [1]. Other advantages of finite element analysis would include an increase in visualization, reducing design time, reducing the number of prototypes of a system as well as testing, and achieving an optimum design [6].

Modelling, which is defined as simulating a physical structure of process through substitution into an analytical or numerical construct, requires that the problem
or situation be understood well to avoid unsuitable shapes of elements [7]. This often refers to the nodes of the elements and how the meshing quality will affect the results of the simulation.

Therefore it is important to provide a suitable meshing strategy and mesh the structure or object accordingly with the most suitable meshing method to achieve accurate results. The two meshing types that will be focused on for 3D modelling of this project are tetrahedral (tri) and hexahedral (quad) meshing. Based on the past studies done, there are varying results when the accuracy of tetrahedral and hexahedral meshing is compared which include that quadratic tetrahedral and bilinear hexahedral meshing produces the same accuracy at the same computational time [8] and that the same order of hexahedral elements trump its tetrahedral counterpart in terms of accuracy [9].

More recent study reveals that tested under different evaluation conditions, hexahedral meshing generally outperforms tetrahedral meshing both linear and quadratic in terms of accuracy [10]. Therefore for this particular project, it is important to identify which meshing strategy will yield more accurate results when validated against experimental data. Thus the question arises, how does the type of meshing for rubber bushings affect the accuracy of results in simulation?

The challenges faced would be to model the rubber bushings appropriately and setting correct material characteristics to the model. In the past, rubber bushings would be modelled in a more simplified way with multidimensional spring elements instead of a more realistic presentation due to the complexity or rubber’s material characteristics [11].

For hyperelastic models like rubber, there are several hyperelastic constitutive models which include the Mooney Rivlin model and the Yeoh model which are more generally used to fit hyperelastic models in comparison the others. It is important that a hyperelastic model is defined by the strain-energy function that can be derived from the thermodynamic, symmetry and energetic considerations as well as its strain variants in the case of isotropic materials [12].
The Mooney-Rivlin material model is well-known and widely used in the study of hyperelastic materials as it is amongst the pioneers of hyperelastic material models as well as amongst its high accuracy at anticipating an isotropic rubber-like material’s nonlinear behavior [12]. In the case of this material model, its strain-energy function is often seen in previous studies in the form of the equation below.

\[ W = \frac{\mu_1}{2}(I_1 - 3) - \frac{\mu_2}{2}(I_2 - 3) \]  

2. Research Methodology

2.1 Rubber Sample Modeling

The software Solidworks was used to model the rubber samples that were provided by Panasonic Appliances Air-Conditioning R&D Malaysia. This software was chosen out of other known CAD software as it was deemed that prior exposure and experience were sufficient to aid in the completion of this project. Before the 3D CAD could be produced, the rubber sample was first measured using a digital Vernier caliper to minimize any errors from occurring during the simulation that may arise from deviations in the actual dimensions.

The cylindrical rubber sample was found to have the diameter of 28.22mm and the thickness of 12.93mm. These two dimensions were sufficient to produce the model of the rubber sample in Solidworks. The completed model was then exported from Solidworks and saved in a parasolid format (.x_t).
model can be imported into the pre-processing software, Hypermesh, which is used solely during the completion of this project.

2.2 Compression Simulation

2.2.1 Meshing Strategies

One of the objectives of the project is to acquire the best meshing strategy to apply to the rubber sample model. Therefore three methods were chosen to be tested, all of which are meshed as hexa elements. Once imported into Hypermesh, the rubber sample model was then meshed according to the three different meshing strategies. The first meshing strategy involved the use of the feature Automesh. This feature is listed under 2D meshing methods in the software. By selecting only the top circular surface of the rubber sample and specifying the desired element size, the software will then proceed to automatically produce a 2D meshing.

In the case of the project, the element size that was chosen was 1.0 mm. The 2D meshing was then projected downwards by selecting the feature Line Drag listed under the 3D meshing methods. A line running across the body of the model from its two adjacent surfaces is then chosen and a number or length is specified, which is 13 in the case of the project, as the sample thickness is 12.93 mm. The Automesh meshing strategy is thus completed and will be referred to as the Automesh method throughout this report.

Figure 2: (l-r) Automesh Method, Spin Method, and Combination Method.

The second method used in the project is deconstructing the rubber model into one quarter of its original shape and size and selected one of the two exposed inner surfaces. Similar to the Automesh method, a 2D meshing is created onto that surface with the same element size of 1.0 mm. A point is then chosen as the origin or center of the model and the elements were then selected and spun about the Y-axis and that specified point at 360° with 36 sections using the feature Spin listed under 3D meshing methods. The second meshing strategy is then completed and will be referred to as the Spin method throughout this report.
The final method used in the project is a mixture of both the Automesh and the Spin method. This method involves separating the rubber model into two cylinders, a smaller inner cylinder and its corresponding outer, hollowed cylinder. The smaller inner cylinder will be proceeded to be meshed using the Automesh method whilst the hollowed outer cylinder will be deconstructed into one quarter its original size and then meshed using the Spin method. These two separate components are then combined to form the Combination meshing method, as it will be referred as throughout this report.

2.2.2 Setting the Material, Property and Boundary Conditions

As previously stated, the material data of rubber was introduced into the simulation software using an engineering stress vs strain graph that was provided by Panasonic Appliances Air-Conditioning R&D Malaysia. The data was plotted into the X-Y plot option in Hypermesh to produce the graph as seen in the figure below.

![Figure 3: Plotting the stress vs strain graph for rubber in Hypermesh](image)

To model the non-linear behavior of the rubber, the Poisson’s Ratio was also specified as 0.495 as stated in the report that was provided along with the stress vs strain graph by the company. Other notable parameters that were specified in the software for the material section included the initial density of the rubber sample that was calculated with the aid of Solidworks. The material card MLAW69 was selected as it is used for tabulated input for hyperelastic material and its LAW_ID was chosen as 2, which signifies using the Mooney-Rivlin material model as opposed to Yeoh’s material model. This model was selected in accordance to the stress vs strain graph that was obtained.

As for the property of the model, the card image P14_Solid was selected, and other parameters were specified in accordance to the meshed elements chosen. To simulate the compression experiment, the nodes situated on the top surface of the rubber sample were fixed in all other directions except Y, whilst the bottom nodes were fixed completely. The same upper nodes were also applied with a load that has been specified in the X-Y plot of the software as a compressive force downwards at 0.167 mm/s. Engineering cards are chosen to display the stresses in all directions, as well as specifying the frequency of which the animations would be produced by the processing
solver RADIOSS. The file is exported in its solver format and run on the software RADIOSS.

2.3 Compression Experiment

The compression experiment was performed in one of the material testing labs located in Panasonic using the Shimadzu tensile machine. Two flat plates were attached onto the machine and the rubber sample was placed in between. The upper plate was then adjusted to touch the upper surface of the rubber sample. The software used to capture the data from this experiment was TRAPEZIUM LITE X. The rate of compression was set to 10 mm/min, or 0.167 mm/s to mimic the conditions in the simulation. The time was set at 35 s as opposed to the 30 s set for the simulation to allow more observation to be done on the specimen. Three rubber samples were used and the experiment was repeated a total of three times in order to get three readings to be compared to the simulation values in an attempt to minimize error.

![Figure 4: The compression experiment set-up](image)

3. Results and Discussions

3.1 Meshing Strategy

As observed from the figure above, the simulations of the rubber bushing that was meshed using the Automesh method and the Combination method displays a similar result and mimics the trend of the three experimental curves. However, the Spin method results in a fairly different reading and overall trend as compared to the other two meshing methods. Therefore to further compare which method is best used to simulate the rubber sample, the time step for processing was taken into consideration.

Due to the smaller elements generated by the Spin method, most particularly in the center of the rubber sample due to the nature of the method causes the time step to be smaller, therefore increasing the overall time taken for the simulation to be resolved. The time step for the Spin method is $3.97 \times 10^{-7}$ which is the smallest when compared to the other two methods, the Automesh method at $2.27 \times 10^{-6}$ and the Combination method at $2.80 \times 10^{-6}$ respectively.
3.2 Validation

The figure above indicates that the simulation, though has low precision as the values seem to vary from the experimental values, has a certain degree of accuracy. To validate its accuracy in numerical terms, the percentage error between the simulation and the averaged experimental values were calculated. Below is the equation that was used to calculate the percentage difference [14].

\[
\% \text{Difference} = \frac{|E_1 - E_2|}{\frac{E_1 + E_2}{2}} \quad (2)
\]

The percentage for each set of data was calculated and was found to be ranging between the minimum values of 0.18% to a maximum value of 1.23%. It is noted that the percentage difference between the simulation and the experimental data increases with time because though the real rubber sample was compressed using two solid steel plates, the metal plates were not modeled and simulated in the simulation.
Therefore upon observation, it is apparent that towards the end of the 30 s mark, the buckling of the rubber in the simulation begins to distort upwards as there is no metal plate model keeping it in place. It can be concluded that the modeling of these flat steel plates and reassigning the boundary conditions accordingly may cause the accuracy of the simulation to increase.

To address the overall lack of precision and also the deviation from the actual experimental value, a possible source would be the condition of the rubber samples itself. The samples that were procured from Panasonic were not perfectly cylindrical rubber samples as there were notable imperfections on the surface of each and every one of the samples that also deviate from one another. This was possible due to an error during production. However, as there is no possibility of modeling these imperfections accurately when creating the 3D model in Solidworks, the rubber sample model that was used in the simulations were all perfectly cylindrical. Therefore this inconsistency

Figure 6: Graph of Stress vs Time of experiments and Combination Method

Figure 7: Distortion in Y-Direction
in the experiment and its simulated counterpart could contribute to the cause of error between the two readings.

4. Conclusion

To conclude the findings of this project, it can be stated that the first objective was met in terms of acquiring a suitable meshing strategy to use in future simulations of the rubber sample. For the cylindrical rubber sample used in this project in particular, it was found that the best method would be to combine both the Automesh method that is more generally used in other studies and the Spin method. This was done to ensure that the Spin method does not generate too small an element towards the center of the rubber sample where the Spin occurs. The Automesh method was used to mesh the center instead to minimize the time step from becoming too small thus lengthening the time taken for the solution to be produced.

The second objective of modelling a rubber sample and assigning its material properties accurately were also met, as the simulation results were successfully validated by the experimental values. However, there are notable percentage differences between each set of data from the simulation and the averaged experimental data. The possible cause that may contribute to this percentage are the variations between the perfectly cylindrical rubber sample in the simulation and the imperfections present on the surface of the rubber samples tested during the compression test. Another possible cause of the percentage difference is the absence of the two metal plates used to compress the rubber sample in the experiment in the simulation.
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Abstract
The effects of the parameters of frontal area, surface area and the shape of the fairing on the aerodynamic drag of a HPV are researched and evaluated using CFD. The optimal aerodynamic designs for a pure speed and everyday use HPV are presented, and the design methodology of using the low drag laminar flow NACA 6 series of fairings is explained. It is found that using the k-ε turbulence model, the discrepancy between the CFD results and wind tunnel data for a benchmark model is 26.67%. However, although the absolute accuracy is low, the trends in the data can still be analysed and observed. The CFD results have shown that the boundary layer is fully turbulent in the simulations, and in the future the use of the transition SST turbulence model may be used to better capture the transition from a laminar boundary layer to turbulent. The use of CDA as a better metric of comparison for the aerodynamic efficiency between models is illustrated, and it is shown that the pure speed HPV has a lower value of CDA than the benchmark model, which is itself designed with pure speed in mind. In conclusion, increasing the frontal area and surface area does increase the CDA of a HPV, however the shape of the fairing plays a more important role in determining its aerodynamic drag.

Keywords: bicycle aerodynamics, CFD, fairing, velomobile, human power.

1. Introduction

A Human Powered Vehicle (HPV) is defined as any vehicle that is propelled by human muscle power. Thus, due to the limited power that is available, a HPV must be as efficient as possible in order to reach high speeds. As HPVs generally have very little rolling resistance, aerodynamic drag is the largest retarding force acting on the HPV, becoming dominant beyond 15 km/h. By using a fairing that completely encloses the rider and chassis, the drag force can be reduced significantly, allowing well streamlined HPVs to reach speeds of over 100 km/h [1].

Generally, there are two main factors that contribute to aerodynamic drag: pressure drag and skin-friction drag [2]. Pressure drag is the result of an increase in pressure at the front of the vehicle, and a decrease in pressure in the rear as it moves
forward through the air. This pressure difference creates a net force that opposes the movement of the vehicle. Pressure drag is the dominant drag force in bluff body shaped vehicles where a large amount of flow separation occurs and is largely dependent on the frontal area. Skin-friction drag is the result of viscous shearing forces between the air and a surface. For well streamlined bodies such as airfoils that have very little flow separation, skin-friction drag is the main contributor to drag force [3] and is proportional to the wetted surface area (i.e. all external surfaces of the body exposed to the freestream). The HPVs designs in this project are streamlined bodies, thus skin-friction drag is the dominant drag force. The equation for drag force is given by equation 1.

\[ F_D = \frac{1}{2} \rho V^2 A C_D \]  

\( A \) represents the reference area, which is typically the frontal area for bluff bodies (such as automobiles) or the wetted surface area for streamlined bodies. The use of either of these reference areas however may result in misleading values of the drag coefficient \( C_D \), which is the dimensionless drag coefficient that is dependent on the shape of the body. When \( C_D \) is used, it is possible that some bluff bodies can have a lower drag coefficient than more streamlined bodies. Therefore, the drag area, \( C_D A \) is used which is the product of the drag coefficient and the reference area that was used to calculate it. It has the consequence of attaching a unit to the dimensionless drag coefficient; however it is a more consistent way to indicate the actual aerodynamic efficiency of the body [2].

The shape of the body relates to the pressure drag and skin-friction drag; it is perhaps the most important factor to consider when designing a fairing. To keep pressure drag to a minimum, the trailing edge of the fairing should be contoured so that flow separation does not occur or is kept to a minimum. Turbulent boundary layers have a higher skin-friction drag coefficient than laminar boundary layers [1], therefore the laminar flow region at the leading edge of the fairing should be preserved and extended for as much of the length of the fairing as possible. This is done by contouring the fairing in a way that produces a favorable (constant or decreasing) pressure gradient from the leading edge of the fairing up to the minimum pressure point, after which the boundary layer irreversibly transitions to turbulence.

The aim of this project is to create an optimum aerodynamic fairing for a HPV, taking into account the optimal configurations of the key parameters of frontal area, surface area and shape. However, the optimum design differs depending on the use case. There are broadly two types of HPVs that make use offairings; pure speed HPVs that aim to break the land speed record under human power, and everyday use HPVs that aim to be a practical vehicle for daily transportation. Therefore, the objectives of this project are to conceive, design, implement and operate an optimum aerodynamic fairing for both a pure speed HPV and an everyday use HPV.

2. Fairing Design Methodology

The NACA 6 series of airfoils are an improvement over the older NACA airfoil series with the intention of maximizing laminar flow, they are designed with a large
area of favorable pressure gradient from the leading edge to achieve this, and thus have lower drag coefficients than the older airfoil series [4]. As the recumbent position for the rider is used for this project (a leaning position that minimizes frontal area), the maximum thickness of the fairing (essentially where the abdomen of the rider resides) lies towards the rear of the HPV. Therefore, the NACA 66 and 65 series of airfoils are an appropriate choice to create the shape of the fairing as their point of maximum thickness coincides with this point. The NACA 6 series nomenclature states that the second number represents the designed minimum pressure point of the airfoil; for the NACA 66 series, the minimum pressure point occurs at 60% of the chord length, and thus there is a favorable pressure gradient on the airfoil up to this point.

Due to the proximity of the HPV to the road, ground effect is a significant factor that contributes to the drag force. For a symmetrical airfoil that is close to the ground, flow is accelerated through the underside of the airfoil, thereby decreasing pressure in that region and creating negative lift, which in turn increases drag. To account for ground effect, the airfoil is cambered so that the underside is flatter, reducing the decrease in pressure in that region and thus decreasing drag. This is applied to the vertical (side view) airfoil shape, where the cambered NACA 65-415 airfoil is used for both the pure speed and everyday use HPVs. For the horizontal (top view) airfoil, the NACA 66-018 and the NACA 66-021 airfoils are used for the pure speed and everyday use HPVs respectively (the last two numbers indicate the maximum thickness of the airfoil, where the NACA 66-018 airfoil has a maximum thickness of 18% of the chord length). The fairings are created using Solidworks, and the final designs for the pure speed and everyday use HPVs are shown in figure 1. The specifications of each design are given in Table 1.

![Figure 1. Pure Speed HPV (left) and Everyday Use HPV (right)](image)

The pure speed HPV uses two inline wheels while the everyday use HPV uses the tadpole wheel configuration where there are two front wheels on either side of the rider and a single rear wheel. This is why the bottom sides of it are in a ‘box’ shape to cover the wheels.
Table 1. Pure Speed and Everyday Use HPV Specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Pure Speed</th>
<th>Everyday Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>2.837</td>
<td>3.000</td>
</tr>
<tr>
<td>Width (m)</td>
<td>0.509</td>
<td>0.626</td>
</tr>
<tr>
<td>Height (m)</td>
<td>0.630</td>
<td>0.750</td>
</tr>
<tr>
<td>Frontal Area (m^2)</td>
<td>0.271</td>
<td>0.396</td>
</tr>
<tr>
<td>Surface Area (m^2)</td>
<td>4.100</td>
<td>5.368</td>
</tr>
</tbody>
</table>

3. Computational Fluid Dynamics

In order to verify the CFD simulations, a benchmark model was used; the Virtual Edge HPV designed by Matt Weaver [1]. This HPV design was used because the full specifications of the HPV including frontal area and surface area are provided (and subsequently replicated in the 3D model), along with wind tunnel data shown in table 2. The 3D model compared to the actual HPV is illustrated in figure 2.

Table 2. Virtual Edge Data

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>2.840</td>
</tr>
<tr>
<td>Width (m)</td>
<td>0.480</td>
</tr>
<tr>
<td>Height (m)</td>
<td>0.850</td>
</tr>
<tr>
<td>Frontal Area (m^2)</td>
<td>0.316</td>
</tr>
<tr>
<td>Surface Area (m^2)</td>
<td>4.320</td>
</tr>
<tr>
<td>$C_D$ (at $Re = 6 \times 10^6$)</td>
<td>0.0450</td>
</tr>
<tr>
<td>$C_D A$ (m^2)</td>
<td>0.0142</td>
</tr>
</tbody>
</table>

Figure 2. Virtual Edge Benchmark Model

The CFD simulation was done using ANSYS FLUENT, and the setup was adapted from several sources. Figure 3 shows the flow domain for the half model along with the named selections, where the sides and front extend to 3x HPV length, and the rear extends to 6x length [5]. Due to the sharp angles at the trailing edges of all the fairings, the meshes were highly skewed although the maximum skewness did not go above 0.95.
The Realizable k-ε turbulence model was used [6] [5] [7]. In order to keep the number of mesh elements to a minimum, a wall function approach was adopted with a target $y^+$ of above 30 (first cell height of 1mm for all designs, 20 inflation layers) [8]. Due to the changes in flow velocity around the fairing, preliminary simulations had shown that the $y^+$ had gone below 11.225 at some areas, which is outside the relevant range for wall functions. Therefore, scalable wall functions are used as it virtually displaces these regions to a $y^+$ of 11.225, thereby remaining within the required range for wall functions. A summary of the FLUENT solver settings is shown in Table 3. The same meshing and solver settings were used for all designs.

<table>
<thead>
<tr>
<th>Table 3. FLUENT Solver Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Meshing</strong></td>
</tr>
<tr>
<td>Element Types</td>
</tr>
<tr>
<td>Number of Elements</td>
</tr>
<tr>
<td><strong>Spatial Discretization</strong></td>
</tr>
<tr>
<td>Gradients</td>
</tr>
<tr>
<td>Pressure</td>
</tr>
<tr>
<td>Momentum</td>
</tr>
<tr>
<td>Turbulent kinetic energy</td>
</tr>
<tr>
<td>Turbulent Dissipation Rate</td>
</tr>
</tbody>
</table>

Second order upwind is used because of its higher accuracy compared to first order. However, first order was used for the first 100 iterations in order to help convergence. The coupled pressure-velocity coupling scheme was used, and a low courant number and under relaxation factors were used due to the high skewness of the
mesh. As the Virtual Edge drag coefficient of 0.045 was done using a Reynolds number of $6 \times 10^6$, the freestream velocity at the velocity inlet was set to 30 m/s. The reference area for calculating the drag coefficient is set to the frontal area.

4. Results & Discussion

After roughly 500 iterations, the drag coefficients for all the models had converged. The $y^+$ at convergence never went below 11.225 (due to the use of scalable wall functions), with a maximum $y^+$ of 60 for all the models. Therefore, it falls within the range of relevancy for wall functions. Figure 5 shows the CFD results for all the models, showing the pressure, viscous and total drag coefficients for all three models.

![Figure 5. CFD Results for $C_D$](image)

For the Virtual Edge, the total drag coefficient is 0.057, which is 26.67% higher than the wind tunnel data provided. There are several possible sources for this large difference in results. One of the references used for setting up the simulations [6] had stated that the $k$-$\varepsilon$ turbulence model may give a drag coefficient value of up to 20% higher than wind tunnel data. Another reason for this discrepancy is that the 3D model of the Virtual Edge has slight differences with the actual Virtual Edge, as the exact 3D model is not publicly available and thus its exact contours could not be replicated fully. To improve these simulations in the future, a more reliable benchmark model should be chosen if possible. Also, reference [6] has shown that the Transition SST turbulence model is able to provide more accurate results (3% error) when compared to wind tunnel data, however a $y^+$ of ~1 is required which leads to a large increase in the number of elements.

Observing figure 5, the Virtual Edge has a lower viscous drag coefficient than the pure speed HPV, while both have almost equivalent pressure drag coefficients. This leads to the Virtual Edge having a lower overall $C_D$. However, the everyday use HPV which has the largest values of projected frontal area and surface area has the lowest total drag coefficient of all the models (0.0565), although it does have the highest amount of pressure drag which agrees with the fact that it has the largest frontal area. Referring back to section 1, this is the reason that the drag area, $C_D A$ is a better representation of the aerodynamic efficiency of a HPV, as the drag coefficient based on
frontal area in this case is misleading. As such, figure 6 shows the drag area of the three HPVs.

![Figure 6. C\textsubscript{D}A of the three HPVs](image)

Using C\textsubscript{D}A as the comparison metric, it is now shown that the pure speed model has the lowest drag area of all the models making it the most aerodynamically efficient design (i.e. for the same power input, it is able to reach higher speeds when compared to the other HPVs). It is also shown that the everyday use HPV has the highest value of C\textsubscript{D}A, agreeing with the fact that it has the largest amount of projected frontal area and surface area. Interestingly, the C\textsubscript{D}A value for the Virtual Edge of 0.0176 is now 24% higher than the wind tunnel data value of 0.0142.

Figure 7 shows the local skin-friction drag coefficient along the length of the Virtual Edge superimposed against the data from Kyle and Weaver [1]. The red line represents the CFD simulation data; the black squares represent the local skin-friction coefficient in a turbulent boundary layer, while the black diamonds are the local laminar skin-friction drag coefficient.
It is observed that the boundary layer across the entirety of the model is in turbulent flow (the given drag coefficient value of 0.045 is in forced turbulent flow as well). At the leading edge, the CFD data follows the data from literature very closely, before gradually deviating. This discrepancy may be one of the sources of error that contributed to the difference between the CFD results and the wind tunnel data for the Virtual Edge. However, in spite of the discrepancy between the CFD results and wind tunnel data, figure 7 shows that the trends in the data are present even though the absolute accuracy isn’t, therefore the CFD results presented here may still prove to be useful in getting an idea for the flow around these HPV models.

Figure 8 shows a comparison in local skin-friction drag coefficient between all the models. The left of the graph is the leading edge of the models, and the difference in starting points is due to their different lengths. As the pure speed and everyday use HPVs both use the NACA 66 series as their horizontal profiles, they follow a very similar curve of local skin-friction coefficient.
Figure 9 shows the pressure coefficient of each of the models along its length, where the left side of the graph is the leading edge. The extent of the decreasing pressure gradient represents the area of favorable pressure gradient at the leading edge of the model. As both the pure speed and everyday use HPVs use NACA 66 airfoils for their horizontal shape, the point of minimum pressure occurs at roughly 45% after the leading edge for both models, which is the point of maximum thickness. This falls short of the designed favorable pressure gradient for 60% of the chord length. However, that designed value assumes that the boundary layer is laminar at the leading edge before transitioning to turbulent. In the case of the CFD simulations however, the entire boundary layer flow for all the models is turbulent as shown in figure 8. A turbulent boundary layer conforms to the contours of a body much closer than a laminar boundary layer, which is why the minimum pressure point for these two fairings is at the point of maximum thickness rather than the designed transition point. Comparing against the Virtual Edge, its maximum thickness occurs further back from the leading edge than both the pure speed and everyday use HPVs. However, as the entire boundary layer is turbulent, the benefit of the designed transition point for maximizing laminar flow is not represented in the CFD simulations. The use of the transition SST turbulence model may prove to be more accurate here as it is able to simulate this transition point.
6. Conclusions & Future Work

In conclusion, the effects of the projected frontal area, wetted surface area and the shape of the vehicle on the drag of the fairing have been shown. However, they are only useful insofar as to get an idea of the flow around the fairing, as sufficient accuracy has not been achieved with the current CFD simulation method with errors of up to 26.67% different from wind tunnel data. However, the design methodology of using appropriate airfoil shapes to create the fairing has shown to produce results that are relatively similar to an existing high-performance design, judging by the trends in the data. The pure speed model has even shown to have a lower drag area than the Virtual Edge, which is itself designed with pure speed in mind.

For future work, there should be more refinement in the CFD simulations to produce results that agree better with wind tunnel data. This may involve the use of the transition SST turbulence model to more accurately capture the transition of the boundary layer from laminar to turbulent, although at the cost of increased requirement in computer resources. Similarly, a more reliable benchmark model could be used if the exact 3D model is able to be obtained or at least more accurately recreated. For the fairing designs, the airfoil shapes merely represent the first iteration of the design, as more improvements can be made to reduce the drag coefficient further.
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Abstract

In industries that have operations that utilizes significant amount of flows and piping systems, it is extremely important to identify and control the flow rates of various chemical processes so that the flow operations can operate optimally with excellent safety and to minimize loss in operating performance. In order to monitor the flow rates, orifice meters are widely used due to their simplicity in operation. Orifices operate by utilizing the effects of velocity and variations in pressures caused by the reduction of the cross-sectional flow area. When the flow is throttled through the orifice, the resultant flow velocity interacts with the surrounding pipe, causing flow-induced vibration (FIV). Without proper supervision, the vibrations could inflict serious damage to the pipes over time and may even cause breakdown. The aim of this research is to study the FIV for water flowing in a pipe with an orifice plate by utilizing $k - \varepsilon$ turbulence models in Computational Fluid Dynamics (CFD) software, by looking for the possibility of simulating FIV using $k - \varepsilon$ turbulence models and to compare it with real-life situations. Due to the interaction between the water flow and pipe wall, this research involves fluid-structure interaction (FSI) phenomena and this can be studied from the System Coupling component in ANSYS. System Coupling connects two simulation components, Transient Structural which is for the pipe, and Fluent which simulates the fluid flow. The results will be analysed through Fast Fourier Transform function in Fluent to convert the time domain results into frequency domain. Three different aspect ratios of the orifices is used in this study, which are 0.255, 0.304 and 0.355 with inlet flow rate at 20 m³/h. At the end of experiment, it is concluded that the $k - \varepsilon$ turbulence models is not suitable to simulate FIV for water flowing in a pipe through an orifice plate.

Keywords: Orifice Plate, $k - \varepsilon$ turbulence models, Flow-Induced Vibration, Fluid-Structure Interaction, Computational Fluid Dynamics, Fast Fourier Transform.
1. Introduction

The significance of monitoring the flow rates in various chemical processes are huge in industries that involve fluid flows in pipes. Such industries include manufacturing plants, nuclear plants, water distribution, on-and-off-shore petroleum complexes and many others. The flows in these pipes have to be continuously monitored using flow meters, and available flow metering devices mostly operate based on pressure differential. Among the available flow meters, orifice meters are the most widely used flow measurement instrument due to the ease in construction, installation and maintenance, no moving parts, low cost, able to operate in extreme weather and able to be utilized for various forms of fluids such as liquids and gas. Orifices operate by utilizing the effects of velocity and pressure variations caused the reduction of area of cross-sectional flow area\[1\]. Different types of orifices exist in the market, such as the concentric orifice and eccentric orifice, however the most common type is the concentric round orifice plate.

In any fluid flow systems, the interaction between the pipe and fluid flow causes flow-induced vibration (FIV) on the pipes. The study of interaction between a movable or deformable structure with an internal or surrounding flow is known as fluid-structure interaction (FSI) and it is one of the most sophisticated subjects in computational fluid dynamics (CFD)[2]. FSI simulations are of great assistance in modeling and simulating realistic flow problems such as vortex-induced vibration of marine cables and ocean currents that affect flexible risers[3]. Vibrations have been identified by numerous agencies to be the cause of multiple mishaps in the industry. FIV is a very complex phenomenon in which to this day, there is still no widely accepted consensus for a specific theory[4]. Currently, multiple studies have been conducted to research on FIV effects on pipes and valves, however not the same can be said for orifices. As of this time of writing, there is yet any mathematical models available to describe the fluctuating pressure as excitation of random vibration, hence direct numerical calculations of FIV response is impossible[4].

One of the causes of the FIV created from flows across orifices are from the differential pressure which happens across the orifice plate. This difference in pressure causes Newtonian forces on the orifice plate and creates unbalanced forces on both sides of the plate, in which consequently, also causes swirling and back stream of the flow. These effects cause the vibrations on both the orifice plate and the surrounding pipe near the orifice. Aside from the unbalanced forces, the installation of the orifice plates also affects the FIV. Studying these vibrations are of great importance due to its possibility to reach resonance by achieving the same frequency as the natural frequency of the pipe. If the frequency of the vibrations has the same magnitude as the natural frequency of the surrounding pipes, it will severely damage the structure and could destroy the pipe[5].

There are a number of ways to study FIV, including experimental, investigation using numerical analysis, and utilizing simulation programs[5]. From the simulation approach, the current trend in researching flows of fluids is based on simulation on Navier-Stokes or Reynolds stress equations[6]. Computer simulations are utilized due to their more economical and time-saving characteristics when compared to equivalent real-life experiments and helps researchers gather a complete data on the behaviors of the flow without assembling and utilizing expensive apparatuses. The CFD simulation
techniques can be used with various mathematical models such as Kappa – Epsilon ($k - \varepsilon$) models, Kappa – Omega ($k - \omega$) models, Spalart – Allmaras model, and Reynolds Stress models (RSM). In this particular study, the FIV will be simulated by using the $k - \varepsilon$ turbulence models. It is important to note that although flows with similar properties are simulated under the same program, different research teams have acquired different results due to applying varieties of parameters to depict certain conditions and/or accuracies, as well as computational limitations[6]. FSI analysis for this study is conducted using the System Coupling function in ANSYS, which combines two separate components: Fluid Flow (Fluent) which simulates the fluid flow, and the Transient Structural which represents the pipe that encloses the flow.

$k - \varepsilon$ models are one of the most widely utilized turbulence models when performing CFD simulations. In Fluid Mechanics, the $k - \varepsilon$ models are known to be a two-equation model, in which one equation ($k$) represents kinetic energy which affects the energy in the turbulence and the other ($\varepsilon$) represents the turbulent dissipation energy due to the viscosity, which influences the scale of the turbulence. The $k - \varepsilon$ turbulence models are simple to use, most commonly validated, has exceptional performance for numerous important flows that is used in a number of industries, and needs less computational power when compared to more general Reynolds Stress models[7]. They are also widely used due to its robust feature and economy in solving relatively simple flows[8].

The orifice meters are characterized by two properties, namely the Discharge Coefficient ($C_D$) and its aspect ratio, $\beta$. The definition of discharge coefficient is the ratio of actual flow to the theoretical flow, and is acquired from experiments that are conducted under supervised conditions of velocity profiles that are swirl-free, undisturbed and symmetrical in the flow region after the orifice[9]. The aspect ratio $\beta$ is defined as the ratio of the inner circle’s diameter of the orifice to its outer body diameter $d_{orifice}/D_{pipe}$. This property has an important role in influencing the flow pattern inside the pipeline. The orifice has a circular shape with a flat cross-sectional profile and the outside diameter of the orifice is maintained throughout the period of the study.

Previous studies that attempted to conduct a similar study was performed by studying the flow using physical apparatus by Qing et al[4] as shown in Figure (1). They attempted the experiment by utilizing a straight pipe made of 1Cr21Ni15Ti stainless steel in which the dimensions were 6 meters in length, 2.5 millimeters in thickness and 90 millimeters in diameter. The experiment was conducted with three values of inlet velocities: 15, 25 and 40 m$^3$/h and three different orifice aspect ratios:
0.255, 0.304 and 0.335. The study concluded that the orifice significantly affects the flow and increases the fluctuating pressure level. The fluctuating pressure is at a near field turbulence and the dominating energy is more concentrated at lower frequency range. Lesser energy is contained at the lower frequency range the further the flow goes from the orifice.

Sridevi et al conducted a study by using CFD to compare the flow analysis through different profile of orifices[1]. Two simulation programs were used: Fluent to solve the balance equation using control volume approach and GAMBIT to draft and mesh the geometry of the orifices. Four types of orifice profiles were chosen which were sharp-edged, borda, short-tube and rounded types as shown in Figure (2). The simulations were done in steady state with an inlet velocity of 3 m/s, with pipe dimensions of 5 millimeters thickness, 60 millimeters in diameter and 150 millimeters in length, with tetrahedron meshing. One turbulence model was used, which was $k - \varepsilon$ model and for each orifice profiles, velocity, pressure and vorticity of the flow were observed. The study concluded that the CFD results and experimental data were in good agreement hence CFD can be considered as a viable alternative and cost-effective tool for estimating mass flow rate.

![Figure 2. Cross-sectional profiles of the orifices used by Sridevi et al. [1]](image)

Doborowski et al applied and discussed the mathematical details of the Reynolds-averaged Navier Stokes (RANS) and discussed the various turbulence models, including the three types of $k - \varepsilon$ turbulence models, which are Launder – Spalding $k - \varepsilon$ model, Renormalization Group Theory $k - \varepsilon$ model, and realizable $k - \varepsilon$ model [6]. Fluent software was again used for the simulation and the equations were solved by utilizing finite volume method (FVM) with multiple sizes of grid meshing. The calculation results were validated with the experimental data from a study by Morrison et al. Doborowski concluded that the Launder – Spalding model, when compared with the other $k - \varepsilon$ turbulence models, gives the best results and requires the lowest cost.
Siba et al conducted a study in which they focused on the pressure distribution and fluctuation of a flowing fluid after a circular orifice [10]. The study used computer simulation program ANSYS 14.0 to conduct the study. Navier-Stokes equations were employed to describe the velocity, pressure, stress, vorticity, strain and total deformation of the orifice. The simulation was conducted with three different Reynolds numbers (which was affected by flow velocity) 10 000, 20 000, and 30 000 and three different aspect ratios of orifice 0.2, 0.4 and 0.6. As for the turbulence model, standard $k - \varepsilon$ model was utilized. The results were that when the aspect ratio was constant, for increasing Reynolds numbers, the contour lines of the flow became denser, which indicated increase in wall pressure, in which a sudden increase was detected at the location of the orifice. Besides that, the size of the tail of the spinning flow also got larger, which indicated increased velocity. On the other hand, at constant Reynolds number and increasing aspect ratios, the contour lines became less dense which showed decrease in pressure. The study concluded that as Reynolds numbers increase, the pressure increases as well, however the maximum magnitude of axial velocity shifts slightly back.

Figure 3. The results of the simulation when compared to Morrison et al. [6]

Figure 4. The vorticity at aspect ratio 0.2 for Reynolds numbers 10 000, 20 000 and 30 000 [10].
The $k - \varepsilon$ models are described by a set of equations called the Reynolds-averaged Navier-Stokes (RANS) equations which contain two equations, which are equations of motion,

$$\rho \mathbf{U} \nabla \cdot \mathbf{U} = -\nabla p + \nabla \mu_{\text{ef}} \cdot (\nabla \mathbf{U} + \nabla \mathbf{U}^T) + \frac{2}{3} \rho \nabla k$$  \hspace{1cm} (1)

And equations of continuity,

$$\nabla \cdot \mathbf{U} = 0$$  \hspace{1cm} (2)

Where,
- $\mathbf{U}$ - mean velocity vector
- $\rho$ - the density of the fluid
- $k$ - kinetic energy of turbulence
- $\mu_{\text{ef}} = \mu + \mu_t$ - the effective viscosity, where $\mu$ is molecular viscosity and $\mu_t$ is the turbulent viscosity.

These equations are closed by equations of the turbulence model[11],[12]. These viscosity models are used all over the world and the turbulent viscosity is treated as a scalar quantity [6].

The most widely used $k - \varepsilon$ model is the Launder-Spalding model, in which the turbulent viscosity is calculated using the following equation:

$$\mu_{\text{eff}} = \rho c_\mu \frac{k^2}{\varepsilon}$$  \hspace{1cm} (3)

Where,
- $k$ – the distributions of kinetic energy of turbulence
- $\varepsilon$ – the dissipation rate of kinetic energy of turbulence

In which the above equation is obtained from the equation below:

$$\rho \nabla \cdot \varepsilon \mathbf{U} = \nabla \cdot \left( \mu + \frac{\mu_t}{\sigma_k} \nabla \varepsilon + \frac{\varepsilon}{k} (c_1 G - c_2 \rho \varepsilon) \right)$$  \hspace{1cm} (4)

The numerical coefficients $\sigma_k, \sigma_\varepsilon, c_1, c_2,$ and $c_\mu$ are constants which are obtained from experiments, and Launder and Spalding recommend the following values: $\sigma_k=1.00, \sigma_\varepsilon=1.30, c_1 = 1.44, c_2 = 1.92$ and $\mu = 0.09$ [13].

On the other hand, the equations for RNG $k - \varepsilon$ model is derived from the Renormalization Group Theory. The equations are similar to the previous $k - \varepsilon$ model especially for $k$, however for $\varepsilon$ it requires an additional component:

$$c_\mu \eta^3 \left(1 - \frac{\eta}{\eta_0}\right) \varepsilon^2$$

$$\frac{1 + \beta \eta^3}{k}$$  \hspace{1cm} (5)
Where, \( \eta = \sqrt{\frac{\bar{G}}{c\mu\rho_e}} \) \hspace{1cm} (6)

In which the values of the constants recommended are \( \sigma_k = 0.8, \sigma_\varepsilon = 1.15, c_1 = 1.42, c_2 = 1.68, c_\mu = 0.0865, \eta_0 = 4.38 \) and \( \beta = 0.012 \) [14].

In addition to the previous two models, this study also involves the Realizable \( k - \varepsilon \) model. The meaning of ‘realizable’ is that the model satisfies certain mathematical constraints on normal stresses, in which it is consistent with the turbulent flows’ physics. This model differs from the previous models by adopting a new eddy-viscosity formula involving a \( c_\mu \) variable a new model equation for dissipation based on the dynamic equation of the mean-square vorticity fluctuation. The modeled transport equation for \( \varepsilon \) is as follows:

\[
\rho \nabla \cdot \varepsilon \mathbf{U} = \nabla \cdot \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \nabla \varepsilon - \rho c_2 \frac{\varepsilon^2}{k + \frac{\mu}{\rho \varepsilon}}
\] \hspace{1cm} (7)

The values of the coefficients are \( \sigma_k = 1.0, \sigma_\varepsilon = 1.2 \) and \( c_2 = 1.9 \) [15].

2. Methodology

2.1 Geometry

The solid part of the FSI simulation will be the pipe that encloses the fluid, as well as the orifice that affects the whole flow. The pipe was created in SolidWorks with the dimensions of 3 meters in length, 90 millimeters in diameter and 2.5 millimeters in thickness. The orifice is positioned at the 1-meter mark from the inlet of pipe. Three different orifice aspect ratios will be chosen which are 0.255, 0.304 and 0.335. As for the thickness of the orifice, it is chosen to be 9 millimeters. These specifications are to follow the study of Qing et al so that the results of this study will have a reference for validation. The material of the pipe and orifice is specified to be stainless steel, which is available in Engineering Data Sources in ANSYS Database.

The pipe, orifice and fluid that is described in Figure (2) was first modeled in a Computer Aided Design (CAD) program, SolidWorks, and then imported to the Transient Structural component in ANSYS Workbench. Transient Structural was chosen because we need the results over a specified time, as the results will be analyzed in Fast Fourier Transform (FFT) to acquire the frequency. In ANSYS’s DesignModeler, the components of the simulation need to be specified whether it is solid or fluid. Later in meshing for Transient Structural, the fluid is suppressed and only the pipe and orifice is meshed. As for the fluid, the geometry from Transient Structural was shared with Fluid Flow (Fluent). The pipe and orifice were suppressed for this component.

Figure 6. The orifice, pipe and fluid.
2.2 Meshing

Any simulation of geometry must went for meshing before conducting the simulation. For Transient Structural, the Meshing was conducted in Mechanical component in ANSYS. The orifice and pipe were meshed separately so that meshing will be simpler to manage. Since the mesh size was remained constant throughout the flow field models, hexahedron type meshing is used. In order to determine whether the meshing model was good or bad, two parameters were examined: skewness and orthogonal quality. Skewness was aimed to be lower than 0.8, while orthogonal quality was targeted as high as possible, which is close to 1.

For meshing fluid, the procedure is different compared to that of the solid part. First the named selections of the fluid body had to be specified, in which the inlet, outlet and pipe wall regions were defined. Inflation is added at the regions near the pipe wall. The inflation layers are useful for flows to capture the boundary layers of the fluid near the wall and orifice structure. The mesh near the inflation layers were hexahedron, unlike the rest of the fluid geometry which was in tetrahedron. The mesh metrics were assessed similar to that of solid part.

2.3 Boundary Conditions Setup

Setting up the boundary conditions for the FSI Coupled analysis required the participating simulation components to be solved independently first. For Transient Structural, the fixed supports were defined at the two ends of the pipe. No loads or forces were defined for the pipe, as the forces would come from the Fluent data transfer. For regions of the pipe that is in contact with the fluid, those regions would be defined with Fluid Solid Interface property. At these interfaces, Mechanical receives force data from, and sends the displacement data to, System Coupling. The Analysis Setting of the Transient Structural is defined for the time of the System Coupling analysis, in which the Step End Time is set to be 20 seconds. The Fluent settings were set according to the desired turbulence models, cell zone conditions and mass flow rate at the inlet. The inlet flow rate was specified to be 25 m$^3$/h and three $k-\varepsilon$ turbulence models as well as three orifice aspect ratios was studied: 0.255, 0.304 and 0.335

In System Coupling, the time period of the simulation was defined in End Time, which is 20 seconds. The Step Size was defined at 0.1 seconds, which means that each iteration would be equal to 0.1 second in the simulation. The coupling iterations were left at the default value of 5, which means 5 iterations would occur for each coupling step. The data transfers between Transient Structural and Fluent had to be specified as well, in which the data transfer was defined between the Fluid Solid Interfaces of the pipe and the pipe wall regions of the fluid. This two-way transfer of data would transfer force and displacement data within its participants. After the System Coupling has converged all the data transfers involved, the time-based data will be transformed into the frequency domain by using FFT function in CFD-Post.

3. Results

The velocity profile of the flows does not change much between the turbulence models. The smallest aspect ratio, 0.255 records the highest velocity at 18 m/s and as
the aspect ratio gets bigger at 0.335, the velocity decreases to about 10 m/s. This is expected as the cross-sectional area of the inner hole of the orifice becomes bigger, more space will be available for the flow to squeeze through the orifice, hence reducing the throttling effect on the flow. The distance required for the flow to return to fully turbulent flow becomes slightly longer with smaller orifices, as the distance for the flow to become fully turbulent for aspect ratio 0.255 is about 0.5 meters, while for 0.335 is about 0.3 meters. However for the same orifice aspect ratios with different \( k - \varepsilon \) turbulence models, the distance is fairly similar between the models.

![Velocity profile for \( \beta = 0.255 \). From left, Standard \( k - \varepsilon \), RNG \( k - \varepsilon \), and Realizable \( k - \varepsilon \)](image)

According to Qing et al [4], they used vibration accelerometers and placed it at spots before and after the orifice flow region to measure the structural vibrations caused by the fluctuations in pressure of the flow. In order to obtain the frequency, the time history signal acquired throughout the period of the experiment was converted into Power Spectral Density (PSD), which is a measure of a signal’s power intensity in the frequency domain, after FFT has been performed. The time-domain data that is used to convert to vibration frequency is the small displacement of the pipe wall. The results from the study by Qing et al indicated that the maximum level of pressure fluctuation was located at a distance of 1.7*D downstream from the orifice, in which D denotes the outer diameter of the orifice. In this study, the point of interest where the frequency is obtained will follow that same position as well, as shown in Figure (3).

![The location of the point of interest.](image)

The natural frequencies of the pipe have to be obtained before simulation, so that the results can be gauged whether the frequency of FIV would reach natural frequencies or not. According to Qing et al, the frequencies in the first four peaks were 8, 24, 44 and 80 Hz respectively.
3.1. Graphs of the Vibration

Below are the results of frequency from the simulation using Standard $k - \varepsilon$ model, RNG $k - \varepsilon$ model and Realizable $k - \varepsilon$ model from three different aspect ratios: 0.255, 0.304 and 0.335. The results from the simulation were converted using FFT to obtain results in the frequency domain.

In this graph, the displacement in time-domain is converted to frequency domain using FFT. It can be seen that the graph of RNG turbulence model is fluctuating at a very inconsistent rate, peaking at around 1.7 Hz with the PSD value of $3.3 \times 10^{-15}$ m$^2$/Hz, while the Standard model only showed very small frequency range relative to the RNG model, its highest PSD reading of $2 \times 10^{-15}$ m$^2$/Hz is recorded at 1.05 Hz. The Standard model captured the flow-induced vibrations involved, however when compared to the RNG results it is very small.
For aspect ratio of 0.304, the readings show a more consistent reading throughout the duration of the simulation. All three graphs for Standard, RNG and Realizable give peak frequencies around the same range, with Standard at 1.1 Hz, RNG at 0.65 Hz and Realizable’s peak value at the middle between the two, at 0.9 Hz. However only Standard model gives the highest PSD value, which is at around $1 \times 10^{-14} \text{m}^2/\text{Hz}$.

For aspect ratio of 0.335, the Realizable and Standard models give very low PSD values throughout the experiment. On the other hand, the RNG captures the vibration at a fluctuating level, peaking at PSD value of $3.50 \times 10^{-15} \text{m}^2/\text{Hz}$. However,
the frequencies are only ranging about $0 - 2.05$ Hz. Besides the different $k - \varepsilon$ turbulence models, a graph is also drafted to see the effects of different aspect ratios of the flow with the same turbulence model. In this case, the results from different aspect ratios of the orifice is compared within the RNG $k - \varepsilon$ model.

![RNG k-\varepsilon Model, Vibration at Pipe Wall](image)

Figure 13. Frequency of FIV of the pipe wall for all aspect ratios, taken from previous RNG graphs.

For the study of frequency comparison between orifices with different geometries, RNG turbulence models is used since all three RNG results from previous three graphs provide usable graphs. It can be seen that for orifices with smaller aspect ratios, which also means smaller inner diameters, the range of peak frequencies becomes higher. For the smallest aspect ratio at 0.255, the peak frequencies range from 1.65 Hz to 3.25 Hz. At aspect ratio 0.304, the peak frequencies are at lower values, ranging from 0.25 Hz to 1.65 Hz. For the largest aspect ratio of 0.335, the peak frequencies are lowest among the three, which is at 0.05 Hz to 0.85 Hz. The increase in peak frequencies for smaller aspect ratios is because the pressure gets higher from the smaller cross-sectional area available for flow.

### 3.2 Comparison with Previous Study

The results of this simulation and the paper by Qing et al could not be compared exactly because of various difference in parameters. First of all, the material that was used by Qing et al was 1Cr21Ni15Ti stainless steel and the material properties for that material is not available on online resources. The closest material that could be used by the student in the simulation is stainless steel that is available in ANSYS material library.

Secondly, the simulation was done only until 20 seconds and can only achieve until frequency values of 5 Hz. The referred study managed to get readings for four modes of the pipe wall’s frequency which are up to 80.0 Hz. For the simulation to generate readings of more than 5 Hz and up to 100 Hz, more computational space is
required in the hard drive and Random Access Memory (RAM) of the computer. However, from the simulation results and the referenced paper, it can be said that the flow-induced vibration from the flow rates that are set into the inlet from the experimental boundary condition is very low [4]. Hence the flow-induced will not reach the natural frequency of the pipe and destroy it due to resonance.

4. Conclusions

The results above are the first attempts at analyzing the FIV through an orifice plate by using $k - \varepsilon$ models in FSI analysis. It appeared that the PSD graphs from the simulations are significantly different compared to the PSD graph from the referenced paper. Early conclusions can be said that the $k - \varepsilon$ turbulence models are not suitable for simulating FIV for water flowing through an orifice, however due to the limitations of computational ability, that conclusion is still objectionable. Future work can be done to improve the results by using more capable computer that can meet the demands of FSI simulations.
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Abstract

A tracked vehicle can be described as a self-propelled vehicle that moves on two continuous tracks supported by sprockets, idlers and rollers and is an alternative option to a tire with its applications varied across a myriad of different fields because of its ability to traverse harsh and rough terrain easier and more effectively than a regular tire. Soil conditions are affected by the amount of water and temperature in them at any given time. Passage of heavy vehicles with the wrong track size or orientation will compact the softer soil. Soil compaction reduces the ability of crops to grow therefore it is important to find an adjustable track that is able to change its orientation to travel across different soil conditions. This research analyses the best orientation of sprockets, idlers and rollers for different soil conditions and how it can be applied to adapt to softer soil. This is done by examining the factors of an adjustable track that affects soil pressure distribution. An increase in the number of rollers decreases the average pressure distribution on the soil. The balance of track tension must be observed as either too high or too low a value affect drawbar pull and sinkage effectively. A longer track length will help distribute the pressure more evenly. Taking these factors into consideration, the design of the adjustable track is able to change and modify its length, number rollers and track tension to suit different conditions. The frame design is then analysed for stress and total deformation by using the ANSYS software. With the data from the stress analysis, the design will be modified and improved with respect to the data analysis. The design improvements cease once the design reaches maximum efficiency with respect with performance and material. The final outcome is a design of an adjustable track that is able to change its orientation at a push of a button to accommodate softer soil conditions to lower soil compaction and its adverse effects.

Keywords: Adjustable Continuous Track, Finite Element Method, Soil Compaction
1. Introduction

1.1 Background

A tracked vehicle can be described as a self-propelled vehicle that moves on two continuous tracks supported by sprockets, idlers and rollers as can be seen in Figure 1.1. A continuous track is an alternative option to a tire and its applications are varied across a myriad of different fields. The continuous track is more compatible for use over rough and off terrain roads compared to its regular tire counterpart. The history of continuous tracks can be traced as far back as the 1700s, however it usage and popularity grew after during the turn of the century in the 1900s.

Figure 1.1: The SAMS/2000 tracked vehicle model [1].

The continuous track can be simplified into its core components of a sprocket, chain links, rollers and an idler which can be seen in Figure 1.1. The power transmission is achieved through the relationship between the sprocket and the chain links as can be seen in Figure 1.2. Each tooth of the sprocket applies a percentage of the transmitted load onto the chain link to produce torque which in turn will power the vehicle [2]. The rollers or road wheels are in place to ensure an even and constant contact between the track and the terrain [3]. This is essential so that the rollers provide an even distribution of contact force between the track and terrain instead of just a concentrated force at the sprocket and idler.
There are many reasons why a continuous track is the preferred method of traction compared to the regular tire. The continuous track provides a better distribution of weight and pressure on the ground. Arvidsson in his study in 2011 came to the conclusion that while there was significant pressure from the rollers and the pressure exerted on the ground was not evenly distributed along the track, the depth and the penetration resistance exerted by the continuous track was much lower than that exerted by the wheel [4]. This is beneficial in the agricultural industry where low soil compaction have a significant impact on the ability for the crops to grow.

1.1 Soil Compaction

A study done on soil disturbance and post logging forest recovery on the bulldozer paths in Malaysia exhibited the dramatic differences between the ability for plants to grow across the path over compacted soil and non-compacted soil. The study examined and tracked the growth of plant life growing on the abandoned logging paths noticing that over the middle of the path where the soil was most compacted growth of plant life was slow while the looser and less compact soils on the side of the paths grew at a much quicker rate [5].

Different soil conditions are not simply limited to different soil types in different areas of the world but it varies with the amount of water in it any given time. Therefore, this problem is not mutually exclusive to vehicles that are to be used in different fields
for different crops but also for vehicles that only service one field and a certain type of crop. This is evident in Figure 1.3 which illustrates the different levels of precipitation experienced by a maize farm in China over three years.

![Temperature and Precipitation values across the year in maize farm in China](image)
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Figure 1.3: Temperature and Precipitation values across the year in maize farm in China [6].

Soil compaction has been recognised as a serious issue in mechanised agriculture as the passing of heavy vehicles over soft soil compacts the soil and reduces its porosity of the soil. In order to facilitate healthy growth of crops the soil must be able to absorb water allowing the transportation of nutrient to the roots [6]. Moreover if the soil is too compact, it will not inhibit the flow of water and nutrients but also the growth of roots as it has no space to grow.

Soil bulk density is one of the most comprehensive approaches to measure soil compaction as it takes the weight of dry soil ($M_{\text{solids}}$) divided by the total soil volume ($V_{\text{soil}}$) [7]. The total soil volume consists of the combined volume of soil, air and water as can be seen in Figure 1.4.
1.3 Design Configurations

The objective of the project is to conceive and design an adjustable continuous track that is able to change orientation of the track to suit a specific soil condition. In order to achieve this, a study must be done to examine the key parameters of a tracked vehicle which include number of roller, orientation of the rollers and track tension and how each factor contributes towards soil compaction.

1.4 Number of road wheels

The first parameter to be examined is the effect of number of road wheels and the corresponding vertical stress or pressure experienced by the ground. A similar study experimented the amount of vertical stresses experienced by a construction continuous track and found that increasing the number of wheels also decreased the maximum and average pressure experienced by the ground. This phenomenon is expressed in figure 1.5.

Figure 1.5: The normal pressure experienced by the ground exerted by 7 versus 9 road wheels [8].
1.4 Initial Track tension

Initial track tension determines how much the track deflects in between each of the road wheels therefore the correlation between the initial track tension and the pressure exerted on the soil must be determined. Figure 1.6 displays the graphical data obtained by experimenting with 4 different track tensions and its corresponding ground pressure. From the results the relationship that can be gleaned indicates that increasing the initial track tension will result in a lower ground pressure.

![Graph showing effect of initial track tension against the min-max ground pressure](image)

Figure 1.6: Effect of initial track tension against the min-max ground pressure [9].

1.6 Orientation of the road wheels

The orientation of the road wheels has a significant effect on the pressure distribution under the track system and the amount of sinkage that occurs. Figure 1.7 illustrates the predicted normal distribution under a track system with five rollers versus eight overlapping rollers.

![Graph showing predicted normal distribution](image)

Figure 1.7: The predicted normal distribution under a track system with five rollers versus eight overlapping rollers [10].
1.6 Radius of road-wheel

The radius of the road wheels and the effect it has on the maximum pressure exerted is also analysed to help reduce the soil compaction experienced by the soil. A study conducted by J.Y. Wong in 2007 analysed the effect of size of radius on soft soil conditions. The conclusion drawn from the study indicates that a larger radius of roller is able to distribute the pressure more evenly and prevent high soil compaction [21]. In a separate study with three different radius of the road wheel at 0.28m, 0.33m and 0.38m the ground pressure is measured and tabulated on a graph as seen in figure 1.8. The conclusion drawn from the study indicates that a larger radius of roller is able

![Graph showing the effect of radius of the road wheel against the min-max ground pressure](image)

Figure 1.8: Effect of radius of the road wheel against the min-max ground pressure [9].

2. Research methodology

The research methodology follows the CDIO (Conceive Design Implement and Operate) framework as shown in Figure 2.1. In this project the implementation and operation aspect of the CDIO concept will not be considered due to time and budgetary constraints.
The first step in designing a project is to first understand the problem that requires attention and attempt to design a solution to overcome it. From the research done in the literature review, it was clear that the continuous track used in the agricultural sector is not able to adapt itself to different soil conditions.

The tractor chosen to base the dimensions and design of the adjustable continuous track is the Challenger series MT835 as seen in figure 2.1. The major feature of the new adjustable track is the ability to change the length of the track to accommodate the extra road wheel. To do so one end of the track must be able to extend forward to increase its length. While most conventional tractor design has two axles for the driver and the idler as seen in figure 2.2 the MT 835 has a single driving axle with a drawbar axle to provide support on the other end. The drawbar axle provides support on both ends of the track frame without limiting the extension of the idler and the track.
Solidworks was used to model the individual parts and assemble to form a complete adjustable track as seen in figure 2.3. The full assembly consist of two idlers, ten road wheels, two drivers and the frame of the track. The frame of the track supports the weight of the vehicle through the driver axle and the drawbar support axle. The weight of the vehicle is then distributed through the idlers, road wheels and drivers to exert pressure on the ground.

The frame of the track is also the major component for the extension mechanism, track tension bar as well as the hydraulic cylinder. The extended and un-extended frame of the track is as seen in figure 2.4 and figure 2.5 respectively.
Other than supporting the weight of the vehicle, the frame of the adjustable track is responsible for the extension mechanism, hydraulic cylinder, the drop down wheel and the track tension bar as seen in figure 2.6.

The extension mechanism consists of a fixed track supported by the drawbar axle and the extendable portion of the track which rolls forward on the support of rollers. The two separate pieces of the track are kept aligned by a fitted groove that runs
the entire length of the extendable track. The rollers are also kept in place by its own set of curved grooves and pin screws to ensure the rollers are not displaced. The force generated to push the extendable track horizontally is provided by the hydraulic cylinder which is capable of exerting pressure of up to 300bar. The base of the hydraulic cylinder is attached to the drawbar axle which provides strong support to exert the pressure required. The hydraulic cylinder is placed at an angle 25 degrees below the horizontal to run parallel to the belt track above it. Due to the difference in the angles of the linear motion of the hydraulic cylinder and the extendable frame a connector is added to facilitate the horizontal motion.

The hydraulic cylinder not only pushes the extendable track horizontally but it also provides the force necessary to bring down the drop down wheel and to lower the tension bar. The purpose of the tension bar is to provide track belt tension when the adjustable track is un-extended. The track belt fitted to the system is of an appropriate length for the track when it is fully extended, however when the adjustable track is un-extended the belt will be slack and may slip off the frame. To ensure this doesn’t happen the tension bar pushes the belt upwards to compensate for the slack of the belt. As the track extends the tension bar folds inwards to a point where it lies beneath the idler as seen in figure 2.6.

The drop down wheels are also powered by the motion of the extendable track to which it is connected to via a pin joint. As the extendable portion of the track moves forward horizontally the drop down wheel and its support is pulled along a cam path which ultimately bring its level with the other road wheels. The cam path is shaped like the letter “z” as seen in figure 2.6 because the initial horizontal motion at the top moves the drop down wheel out of the collision path of the road wheel directly below it. The slanted vertical drop provides a quick descent while the final horizontal path is to lock the drop down wheel into place and ensure a strong vertical support.

3. Results and Discussion

The earlier stages were essential to prepare the research and design for this process. The geometry model is analysed for stress and total deformation whereupon the data gathered is then evaluated with respect to the design parameters and further
improved on. The idler is the first part of the adjustable track to be analysed for stress and total deformation experienced under working conditions. The stress experienced along the body of the idler is minimal with the maximum occurring at the axle as seen in figure 3.1. This maximum occurs at a point that was predicted while designing the geometry therefore in the final design the idler axle is supported by the frame that will help alleviate the amount of the stress experienced.

Figure 3.1: The equivalents (von-Mises) stress analysis of the idler.

The driver of the adjustable track showed significant amounts of stress in area where the two arches meet. The design was remodelled to increase the thickness as well as adjusting the curve of the arch to better fit the driver. These adjustments brought down the maximum stress experienced to $2.9333 \times 10^5$ Pa as seen in figure 3.2.

Figure 3.2: The equivalents (von-Mises) stress analysis of the driver.

While the maximum value of stress may seem large, the total deformation test indicated that the least amount of deformation occurs at this area. This would suggest that while the stress experienced at these point was high, the deformation and ultimately the potential failure at this point is low. The maximum deformation occurs at the bottom
of the driver as seen in figure 3.3. The maximum deformation occurring at the contact point with ground is expected as is with the idler. Even so the maximum deformation value is a mere $2.5154 \times 10^{-6}$ m showing no danger of massive deformation.

![Figure 3.3: The total deformation analysis of the driver.](image)

The road wheels are similarly tested with the highest stress occurring at the contact point between the axle and road wheel as seen in figure 3.4. More accurately the maximum stress occurs in the space surrounding the M24 bolts holes. This distribution of stress is unlike the results of the previous test run on the idler and driver. In order to reduce the maximum stress experienced the space around the holes is widened while the number of holes is decreased. Eventually the maximum stress experienced is lowered to a final value of $1.6218 \times 10^{6}$ Pa.

![Figure 3.4: The equivalents (von-Mises) stress analysis of the road wheel (front side).](image)

When it comes to analysing the frame of the track the maximum pressure exerted is at the point below the drawbar axle. This was expected as part of the weight of the vehicle rest at this spot. While the value of stress experienced was large as seen
In figure 3.5, the total deformation occurs at the drawbar axle where the weight of the vehicle is applied as seen in figure 3.6.

**Figure 3.5:** The equivalents stress analysis of the un-extended adjustable track.

**Figure 3.6:** The total deformation analysis of the un-extended adjustable track.

In the case of the fully extended adjustable track, the maximum stress once again occurs at the point below the drawbar axle, however since the extendable track has moved forward the maximum stress occurs at the arm mechanism of the drop down wheel as seen in figure 3.7. The maximum stress that occurs here is 3 times larger than that of the un-extended version. The analysis of the total deformation experienced in figure 3.8 however shows that the deformation that occurs at this point is minimal.
Figure 3.7: The equivalents stress analysis of the fully extended adjustable track.

Figure 3.8: The total deformation analysis of the fully extended adjustable track

4. Conclusions

From the analysis made, the design of the adjustable track is able to change its orientation to suit softer soil conditions. The addition of the extra wheel as well as the lengthening of the continuous track has been proven to reduce the amount of soil compaction experienced. The design has been simulated under normal working conditions to test the stress and total deformation experienced. The improvement made as well as the final results indicate that the design is structurally sound.
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Abstract

Under cyclic loading, elastomers show complicated stress-strain behavior. This inelastic behavior can be categorized as Mullins Effect, hysteresis, and permanent set. The current project focuses on Mullins effect of elastomers. It is important to consider Mullins Effect when it comes to components design that related to elastomeric materials. Simulation using Finite Element Analysis (FEA) software about Mullins Effect on elastomeric materials were conducted in order to deepen understanding about rubber behavior during monotonic and cyclic loading. By knowing the behavior of the elastomeric material, lifetime certain item that made out of this material can be certainly predicted. Initially, the experiments about rubber behavior under monotonic and cyclic loading were conducted in order to get the appropriate data. Dumbbell specimens following ASTM standard D412-C (2mm thickness) are used for the experiments. Certain data treatment had to be done in order to simplify the data without changing the details. Simulation performed under monotonic and cyclic loading, in this case vibration will act as the cyclic loading. Harmonious result between experimental and simulation results are expected to be seen.

Keywords: Elastomers, Mullins Effect, Carbon Black

1.0 Introduction

Rubber discovered at 15\(^{th}\) century by South American. After completed scientific study on rubber, Charles de la Condamine published his finding in the year 1745. Therefore, rubber has been used comprehensively on Western world since it was introduced there initially. As the time passes by, the study of rubber is keep going on and experienced some development [1]. Synthetic rubbers such as Styrene-Butadiene, Butyl, Nitril, and Acrylic are developed to fulfil the industrial demands [2].
In these modern industrial days, elastomers play a significant role in human life. Sport and goods, automotive, and industrial sealing are the example of elastomeric materials application in real life. Because of its unique properties combination, elastomers are one of the most versatile engineering materials. The outstanding mechanical properties, good chemical bonding, thermal and electrical insulation allow elastomers to become an important part of industry.

Usage of synthetic rubbers are become more common now in industrial area. Fillers addition and vulcanization can be done in order to modify the elastomers. The purpose of doing modification is to improve the properties and chemical compatibility of elastomers. As the properties of elastomers improved, it could lead to increases productivity and decreases the maintenance cost.

Mechanical loading is the object of elastomeric components in real application. The mechanical behaviors of elastomers (large elastic deformation, non-linearity, and cyclic property changes) make the engineering design become more challenging [3]. Large elastic deformation of elastomers shows inelastic behavior under cyclic loading. Those are permanent set, hysteresis and Mullins Effect (stress-softening). In vibration isolator applications, Mullins Effect is a big disadvantage. Thus, the understanding, characterization, modeling and simulation of Mullins effect are prerequisite for durability analysis of vibration isolators.

2.0 Experimental Program

2.1 Materials

Dumbbell specimens following ASTM standard D412-C (2mm thickness) are used for the experiments. The material is NBR filled with 25% Carbon Black. The complete dimension of specimen is provided in Figure 1.

![Dumbbell specimen referring ASTM standard D412-C](image)

Figure 1: Dumbbell specimen referring ASTM standard D412-C

2.2 Mechanical Testing

The Dumbbell specimen clamped vertically in the tester machine (refer to Figure 2). Two different types of testing were carried out namely monotonic tensile
test until complete rupture and cyclic tensile test with 100% increment strain in each cycle. The purpose of the experiment is to investigate mechanical loading that rubber experienced.

Figure 2: Dumbbell specimen clamped on the testing machine

The procedure for the experiment will be as following below:

1. Clam the specimen vertically. Only one specimen is allowed at the time.
2. Set the strain rate as 0.5 per second at the computer.
3. Wait until the machine stops operating, and the data will be recorded by the computer.
4. This experiment will be conducted at least six times.

2.2.1 Monotonic Tensile Loading

Stress-strain is extremely non-linear under the absences of constant value of the elastic modulus, where the elastic modulus varies with increasing extension. Whilst the strain value is low, stress value requires to overcome secondary bonding. The high increment in the stress needed at higher strain is due to the primary covalent bonds along the molecular backbone [4].

In this section, the specimen will be stretched with strain rate of 0.5 per second until it ruptures. The purpose of this experiment is to determine the Neo-Hookean parameter (C_{10}) that will be used on the simulation.

2.2.2 Cyclic Loading with 100% Increment

Under cyclic loading, an elastomer exhibits strong inelastic responses such as hysteresis, stress-softening (Mullins effect) and permanent set. But the only concern of this project is Mullins effect or also known as softening effect of rubber. In this experiment, the specimen will be stretched by increment 100% of its total length, and
returned it to the initial position. The total cycles for this experiment are six cycles (600% of its length).

The aim of this experiment is to study and analyze Mullins effect that is happening on rubber material filled with 25% Carbon Black, as this material will be used for the Vibrator Isolator simulation.

2.3 Experimental Data Treatment

Mullins effect is the only purpose on this project. Because of that, the experimental results had to be treated so that we can determine the characteristics of it. In order to get this done, the data treatment proposed by Chagnon et al. [5] is adopted and summarized below:

1. Only unloading paths are considered and the reloading paths are assumed to coincide with them.
2. The unloading paths are horizontally shifted such that they start from zero strain (stretch=1).
3. The shifted unloading paths are extended to rejoin the monotonic primary curve.

The resulting treated experimental data are presented in Figure 3 below and will be used to find the parameter in behalf of simulation.

![Figure 3: Treated experimental data for rubber filled with 25% Carbon Black](image)

3.0 Material Parameters

In this topic, hyperelasticity fundamentals will be explained. There are several models for rubber out there, but Neo-Hookean model is chosen since Neo-Hookean model known for its simplicity compared to other models. Furthermore, the pseudo-elastic model of Ogden and Roxburgh [6] is considered for describing the Mullins effect.
3.1 Neo-Hookean Model

Out of numerous models available, Neo-Hookean had chosen to be the method that we are going to use due to its simplicity. Beforehand, there are some parameters that have to be determined, such as $C_{10}$ and $D_1$ (Bulk Modulus).

For linear equation, $y = mx + c$, $2C_{10}$ corresponds to the gradient of the plot of $P$ (Tensile Stress) as function of $(\lambda - \frac{1}{\lambda^2})$.

![Figure 4: Tensile Stress vs. $\lambda - (1/\lambda^2)$](image)

By referring to Figure 4 above, we know that $y = 1.0414x + 0.492$. From that equation: $2C_{10} = 1.0414$. Hence $C_{10} = 0.5207$ MPa.

For Bulk Modulus, that value has to be positive small number in order to maintain the material’s volume while it deforms. Hence, we chose the value of $D_1$ as 1E-013.

3.2 Pseudo-Elastic Model for Mullins Effect

Damage depends on the maximum deformation ever experienced and the current deformation state. The higher the maximum deformation, the higher the damage. [7] The parameter $\frac{1}{r}$ is correspond to the maximum value of damage whereas $\frac{1}{m}$ is the measure of the initial slope of the damage curve [7]. According to this theory, damage, $d$ evolved only in the unloading path and the damage is 0 during the loading path. Damage is a scalar parameter, ranging between 0 to 1 where 0 is no damage and 1 is complete damage.

Pseudo-elastic model contains two parameters, $r$ and $m$. Here are the steps to determine the parameters that will be used in the simulation:
1. Firstly, input the stretch value $\lambda_1$ from experimental data and $C_{10}$ predetermined from monotonic tensile loading graph. Then, set a starting guess values for $r$ and $m$ using MATLAB software. First determine value of $I_1$ then performed minimization method to determine the theoretical stress values. This minimization method is to minimize the error between the theoretical values and experimental values, and hence fit the most appropriate $r$ and $m$ values.

2. Constraint file is included, provide MATLAB the condition such that the values of $r$ and $m$ must be positive.

3. Error file is to perform normalized root mean squared error function to minimize the errors.

As shown in the Figure 5, the pseudo-elastic model is able to fit the experimental data well, even though there are some divergences here and there. The value $r$ and $m$ calculated are 1.6702 and 6.1397 respectively.

![Figure 5: Comparison between Engineering stress from experimental and theoretical stress](image)

**3.3 List of Simulation Parameters**

Table 1 below summarizes the parameters that will be used on both of simulations, dumbbell and vibrator isolator.
Table 1: Material parameters for simulation

<table>
<thead>
<tr>
<th>No</th>
<th>Constant Name</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hyperelastic Neo-Hookean</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>C10</td>
<td>520.700</td>
</tr>
<tr>
<td>2</td>
<td>D1</td>
<td>1E-013</td>
</tr>
<tr>
<td>2</td>
<td>Mullins Effect</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>R</td>
<td>1.6702</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>6.1397</td>
</tr>
</tbody>
</table>

4.0 Simulations

4.1 Dumbbell Simulation

The simulation software used in this project is ABAQUS. The specimen is simplified into one quarter of the actual dumbbell shape to shorten the simulation time utilizing the benefit of symmetrical shape of the specimen. The model is constructed using other CAD software and imported into ABAQUS for simulation. For the material model, hyperelastic Neo-Hookean model is chosen to represent the material behavior of the specimen. In order to simulate the damage effect from cyclic loading, additional material behavior known as Mullins effect is selected in the material model.

For mesh, hex type mesh is chosen because it produces the most precise result among the other types. In order to simulate hyperelastic material, Hybrid Formulation has to be activated. Next step is to create Steps. Steps here mean the activity that will be assigned to the model. In this phase, turning on Nlgeom (Non-Linear Geometry) is a must since Elastomer indeed non-linear material. Next is to determine the Boundary Condition. Two faces to be fixed, six times stretching (100%, 200%, 300%, 400%, 500%, and 600% of dumbbell length), and six times returning (go back to initial condition).

Lastly, simulate the model with all the conditions that have been set. After the simulation is done, extract the Stress and Stress data and construct a graph Stress against Strain referring to the extracted data.

Because of software limitation, the result that we got from this simulation was not really precise. The time step for every step (from Pull 1 until Pull 6 and Return 1 until Return 6) could not be set too high, else it would give errors. The more the time step, the more data can be produced. As we can see from Figure 6, the curve produced from simulation result not as smooth. This is due to the lack of data produced by the software.
4.2 Vibration Isolator Simulation

The model for this simulation is using only the surface of the Vibrator Isolator instead using the whole model to simulate, due to time limitation. Figure 7 shows the full model and the surface that we are using for the simulation.

Figure 7 (from left to right): Full design of Rubber Bushing (Vibrator Isolator) and its surface

The setting for Material and Mesh will be the same as dumbbell simulation before. For Steps, compression of material is needed instead of stretching it. Since in real life case, Vibrator Isolator will be compressed on the automobile application. It compresses 10% of its total length, not to mention two edges have to be fixed. These conditions will be placed on Boundary Conditions section.
Referring to Figure 8 below, Mullins effect for vibration isolator can be seen as expected. This means that the parameters that keyed in before worked. There are still chances that the parameters being not precise, because the parameters were taken from tensile experiment while the simulation was meant for compression. This case particularly can be the continuation for this project.

Figure 8: Graph of engineering stress vs. engineering strain for vibration isolator simulation

5.0 Conclusion

In this project, investigations about Mullins effect were addressed by doing mechanical experimental (monotonic tensile loading and cyclic loading). Material used for this experiment is rubber filled with 25% Carbon Black. The result showed inelastic responses such as hysteresis, permanent set, and softening effect. From the experimental results, we managed to obtain Hyperelastic Neo-Hookean parameters ($C_{10}$ and $D_1$) and Pseudo-Elastic for Mullins Effect parameter ($r$, and $m$). These parameters, later on, will be used to run the simulation on Abaqus CEA software.

Two simulation were conducted, simulation to dumbbell specimen and simulation to rubber bushing as vibration isolator. Results showed that, the proposed model was qualitatively in good agreement with experimental observations. Hence, the parameters that obtained from mechanical experimental can be applied to real life example, in this case was vibration isolator for automobile.
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Abstract
The role of satellites is to support industries down on Earth. To further drive growth in these sectors, the development of nanosatellites, satellites of mass ranging from 1 – 10 kg, are being explored. These microelectromechanical-based systems (MEMS) devices have significantly lower project costs and timelines due to their minute size. As their missions get increasingly complex, more efficient miniaturization of nanosat propulsion systems is needed. The Vaporizing Liquid Microthruster (VLM) is one candidate for propulsion as it is efficient and highly reusable. VLMs consist of a microheating element (the microheater) deposited on a thermally insulated substrate, typically silicon. Liquid propellant is heated in the vaporizing chamber and is expelled through the nozzle, creating thrust. A previous study by Cheah et al [1] was done utilizing Platinum as microheating element and Zirconia High Temperature Co-fired Ceramic (HTCC) as substrate, yielding the highest temperature achieved by a VLM in literature with 5 W of power.. This study attempts to improve heat output and solve the cracking issues faced by the previous study model, by investigating the use of lower cost materials of silver metal and Low Temperature Co-fired Ceramic (LTCC). Three Designs were made, meshed, and analysed using FEA. FEA was carried out on ANSYS, used to numerically and graphically represent the thermal temperature distribution that occurs from running the microheater at 5 W of power for a duration of time on the ceramic substrate. The substrate is then compared to the previous study microheater. The temperatures achieved by the three Designs are 313.03 °C (Design 1), 268.19 °C (Design 2), and 323.17 °C (Design 3), compared to the experimental data from the previous study, 409.1 °C. Design 3, which yielded 323.17 °C, managed to output thermal stresses of only 409.9 MPa, a significant improvement over the previous study’s 9.63 × 10⁸ MPa. However, it is still not enough as the mechanical strength of LTCC is taken to be 320 MPa. The Design and materials used are promising and are encouraged to be explored in future work.

Keywords: MEMS, LTCC, VLM, microheater, nanosatellite, thermal stress
1.0 Introduction

Satellites play a supporting role for global industries, ranging from telecommunications, medical, and financial sectors. However, the cost of sending a satellite to space is still astronomical [2]. A reduction in mass of satellites results in less launches as more can be sent with the same launch, in addition to having shorter project schedules and funding required [3]. Moreover, nanosatellites when sent en masse are able to test newer technologies that would not have been possible without the redundancy of systems that they provide. The satellite industry is still growing, and is expected to do so in the years to come as developing countries take advantage of the technology to advance their economies and quality of life [4].

Various propulsions systems exist for nanosatellites, such as solid propellant fuels and ionic propulsion [5]. The most effective one today are Vaporizing Liquid Microthrusters (VLM). They consist of a microheater, typically only millimetres in length, deposited on a thermally insulated substrate. A VLM turns liquid propellant into hot gases escape through its nozzle, propelling the craft. Controllable and reusable, VLMs are ideal for nanosatellite usage as its fuel can be stored in a light and low pressure tank [5].

The first VLM was done by Mukerjee et al., using silicon micromachined chips and wet etching of silicon, it was designed, fabricated and tested successfully, generating 0.15 mN to 0.46 mN of thrust with 5 W of power [6]. In 2011 Hwang et al. demonstrated better heat dissipation and increased heating area of microheaters deposited on poly-silicon mesh [7]. Since then, research around VLMs has been about pushing microheater designs that yield better heat outputs, as it is demonstrated by a simple analytical model of VLM carried out by Bidabadi et al. that remarkable increases in thrust is seen if the power delivered by the heater is increased. In 2015 Cheah et al fabricated and evaluated a VLM that employs high temperature co-fired ceramics (HTCC) that yielded temperatures as high as 409.1 °C using only 5 W of power. The ceramic substrate combination with platinum microheater used was able to use 21% less energy to achieve a temperature of 100 °C compared to pre-existing VLM. The limitation of this design is the cost needed, and the potential cracking of substrate when differing temperatures are located on the substrate.

In 2012 Karthikeyan et al., successfully employed for the first time to develop a VLM using low temperature co-fired ceramic (LTCC) technology [8]. The study showed that LTCCs can be used to manufacture VLMs, and that production with these types of ceramics is simple, fast, and cost efficient compared to poly-silicon VLMs. Also, silver metal was used to increase the temperature of organic light emitting diodes systems, with the use of silver wires [9].

Therefore, an opportunity presents itself to investigate the combination of silver and its temperature increasing properties with ceramic based VLM. To get a better thrust output, the microheater is required to produce more heat with a similar power consumption. Furthermore, the use of LTCC as compared to HTCC VLM done by Cheah et al is a prospect to be studied on, as it costs less.
This study aims to optimize the design of Microelectromechanical (MEMS)-based microheaters for efficient operation of VLM analysing the possibility of a VLM based on a silver microheater on an LTCC substrate. In order to properly determine performance gains or decrements, a Design of existing VLM based on Cheah et al.’s study is designed with 3D design software DesignModeler. In this study, two other Designs are also designed in order to study the effects of microheater geometry in heat distribution and temperature output. They are then analysed using finite element method, on ANSYS software, to simulate temperature outputs of the microheater using 5 W of power. In addition to calculating how much the simulated microheater improves compared to previous versions of microheater, the final hypothesis to be investigated is to determine whether the optimized design manages to reduce thermal stresses to levels that might not hinder the operation of the VLM.

The scope of study will be limited to simulation and modelling. The reason for this is because there is a lack of facilities needed in order to test designs. Since microthrusters produce very little force, the University possesses no equipment of such sensitivity to measure that data.

2.0 Research Methodology
2.1 Design of Microheater

The microheater design stage was done with a few requirements. First, it is limited to a vaporizing chamber of size 2.5 mm by 5 mm. The thickness of the microheater is set to be 5 µ which is the thickness of silver paste when deposited on the LTCC substrate using screen-printing method. The width of the microheaters is set at 150 µm. Sketching and modelling of the three microheater designs are done with DesignModeler. Design 1 was drawn to emulate the design of previous study [1] microheater. This is to ensure there is a control value for comparisons, since geometries are all similar.

![Previous study of microheater](image)

Figure 1: Previous study of microheater [1].

Design 2 was designed with more turns compared to Design 1. In addition, it is running from top to bottom of the vaporising chamber space for maximum heat...
distribution without consuming too much silver paste. Design 3 was designed as a circular pattern. It is predicted that the concentric design will result in a better heat distribution as the area that the heating element covered is higher due to the tight coil wrapping. The three different microheater designs are shown in Figure 2.

![Figure 2: Designs 1, 2 and 3 of microheater designs in DesignModeler.](image)

### 2.2 Numerical Analysis of Microheater

#### 2.2.1 Construction of 3D FEA model

The Designs were extruded along the Z-axis after sketching to a thickness of 5 µm. The Add Material option was used. Next a surface was selected, and a rectangle was sketched to be the substrate. This was done using the Add Frozen option to facilitate material type later on in the meshing stage. The substrate was extruded to a thickness of 2 mm. For Design 3, a series of concentric circles were sketched, with intersecting lines crossing each one at a distance of the width of the microheater. Using the Trim tool, it was shaped accordingly to its final design.

#### 2.2.2 Meshing

The Designs were meshed in two steps; the microheater, and the substrate. Body Sizing was used for the substrate, whereas Face Sizing was used for the microheaters. Although it is possible to have over 500 000 elements in the mesh, the computing time is too long while the improvement in accuracy is not marginal. Therefore, the optimum element size chosen a 80 000 element mesh. These sizes were both determined based on a Grid Independent Test at the end of the simulation. This step is especially important because a smaller mesh sizing results in more elements, and a higher accuracy in calculations. The skewness of the mesh was checked to ensure good quality of meshing. The mesh sizing chosen had a skewness that was near zero. A summary of the meshing for all three Designs are provided in Table 1. The 3D Designs after meshing are shown in Figure 4.
Table 1: Meshing properties for microheater Designs

<table>
<thead>
<tr>
<th></th>
<th>Design 1</th>
<th>Design 2</th>
<th>Design 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh element</td>
<td>81777</td>
<td>81586</td>
<td>80534</td>
</tr>
<tr>
<td>Skewness (Max)</td>
<td>0.0046927</td>
<td>0.05669</td>
<td>0.57875</td>
</tr>
<tr>
<td>Mesh type</td>
<td></td>
<td></td>
<td>Body sizing and face sizing</td>
</tr>
</tbody>
</table>

(a)

(b)
2.2.3 Boundary conditions

After setting the contacts condition as “Bonded – solid to solid”, the corresponding material properties were assigned to heating element and substrate. The material properties of silver and LTCC are shown in Table 2. The material properties of LTCC ceramic tape are extracted from Electroscience [10].

The analysis is set to Thermal Transient. Table 3 shows the analysis settings (Step Controls) that were set in the FEA. In this study, the initial temperature for all nodes are set to be 29 °C which is to simulate the room temperature. As the FEA is to simulate a dry test of the microheater (without vaporizing the propellant), convection enabled, at 100 W/(m²·°C). A trial run showed that temperature distribution of the Designs reached to reach steady-state after 15 seconds. Thus, the time scale for transient analysis was set to 30 seconds, at a program-controlled time step. The internal heat generation was evaluated as 5 W divided by the volume of heating element. This represents the power dissipated in the form of heat as the electrical current passing through the heating element.
Table 2: Material properties of silver and LTCC

<table>
<thead>
<tr>
<th>Density (kg m(^{-3}))</th>
<th>Elasticity (GPa)</th>
<th>Thermal Conductivity (W m(^{-1}).°C(^{-1}))</th>
<th>Specific Heat (J kg(^{-1}).°C(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silver</td>
<td>10490</td>
<td>83</td>
<td>429</td>
</tr>
<tr>
<td>LTCC</td>
<td>3160</td>
<td>100</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 3: Analysis settings (Step Controls) for Transient Thermal

<table>
<thead>
<tr>
<th>Design 1</th>
<th>Design 2</th>
<th>Design 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Steps</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Current Step Number</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Step End Time</td>
<td>30 s</td>
<td></td>
</tr>
<tr>
<td>Auto Time Stepping</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>Define By</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td>Time Step</td>
<td>1 s</td>
<td></td>
</tr>
<tr>
<td>Time Integration</td>
<td>On</td>
<td></td>
</tr>
<tr>
<td>Internal Heat Generation (W/m(^3))</td>
<td>(3.81 \times 10^{10})</td>
<td>(2.656 \times 10^{10})</td>
</tr>
<tr>
<td>Convection (W/m(^2).°C)</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

2.2.4 Thermal stress analysis

The output data from the Thermal Transient analysis were linked into Static Structural. The bottom surface of the substrate was set as a fixed support. The end time of analysis is the same as in the previous step. Due to the low thermal conductive properties of ceramics, there will be regions of high temperatures and regions which are low throughout the substrate. This causes some uneven expansion and induces thermal stress which can be illustrated in graphical form by ANSYS. The thermal stresses and the deformations that occur were assessed. Based on the results, further evaluation can be carried to determine whether the microheater design is efficient. The Von-Mises stress will be utilized to indicate the intensity of stress on the substrate due
to any deformation that occur. Thus, the output data gathered from ANSYS will be used to consolidate and understand the individual discrete finite element meshes.

Figure 5: Flow chart of analysis methods.

Figure 6: Location of fixed support applied on simulated designs.
3.0 Results and Discussion

3.1 Thermal Analysis

In order to validate our analysis, an FEA of the previous study microheater is done. By observing that its results are analytically similar to experimental data, we can prove/disprove the simulation. ANSYS is fed data from the properties in Table 7. Based on the simulation of the original study microheater, the difference between temperatures of the study done by Cheah et al is around 70 °C. The simulated model yielded 471.52 °C, whereas the experimental data from the study yielded 409.1 °C. The analysis settings were done similar as to what was listed in the research methodology chapter, except that the materials were now HTCC ceramic as the substrate and Platinum metal for the microheater.

Table 4: Mechanical and thermal properties of HTCC and Platinum.

<table>
<thead>
<tr>
<th></th>
<th>Density (kg m$^{-3}$)</th>
<th>Elasticity (GPa)</th>
<th>Thermal Conductivity (W m$^{-1}$ °C$^{-1}$)</th>
<th>Specific Heat (J kg$^{-1}$ °C$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platinum</td>
<td>21440</td>
<td>91</td>
<td>69.1</td>
<td>128</td>
</tr>
<tr>
<td>HTCC</td>
<td>3.600</td>
<td>175</td>
<td>2.1</td>
<td>480</td>
</tr>
</tbody>
</table>

It is assumed that due to the ideal nature of the simulation, the simulated original model would yield a temperature higher than actual experimental value. In the previous study, it is stated that the microheater chip supplied cannot be heated to its final temperature immediately. The Static Structural analysis conducted after Transient Thermal confirmed this. Experimentally, the microheater failed after just a few seconds. In the FEA conducted, there was a very rapid increase in temperature within the first second of the simulation. By 3 seconds it had already reached its maximum temperature of 471.52 °C. Such rapid rise in temperature caused the previous study microheater chip to fail at a temperature of only 80 °C. This is fairly consistent with what is observed during the FEA done with this design in the study.
Figure 7: Deformation of the previous study microheater using FEA.

The maximum deformation achieved was in the vicinity of 6-7 meters. This is obviously a value that is too large, and extremely exceeding the mechanical properties of Zirconia HTCC. Evaluating the performance of the previous study model using the same methods of analysis for the newly designs was a key factor in being able to draw reliable conclusion from data gathered in this study. We find that the FEA results line up with the results from the previous study. Therefore, the study of the three new microheater designs with different materials can proceed.

Design 1 was put through Thermal Transient analysis first. It managed to achieve a maximum temperature of 312.85 °C after 30 seconds of operation, with 5 W of power supplied. It exhibited a sharp rise in temperature during the first 10 seconds and then the growth slowly tapered out. This behaviour is similar to those shown with Designs 2 and 3, where they exhibit the same initial rise in temperature. This behaviour is common to all heating elements and their surrounding material. Due to the very low thermal conductivity of LTCC, despite some parts of the substrate reaching excess of 300 °C, the bulk of the material remains close to the initial temperature.

The same analysis was also done with Designs 2 and 3. Figure 8 shows the temperature achieved by each microheater Design per unit of power supplied. It appears that Design 3, with its circular arrangement, is able to generate a higher temperature than the other two designs.
Figure 8: Temperature distribution results for a) Design 1, b) Design 2, and c) Design 3

Figure 9: Output of heaters in terms of temperature over power supplied.
3.2 Stresses and Deformations

It is expected that the higher the temperature of the microheater, the greater the stresses would be on the substrate. However, Design 3 showed that its temperature was as high as Design 1, but with lower stresses, albeit a higher amount of maximum total deformation. The stresses are halved; they are 849.39 MPa and 409.9 MPa for Designs 1 and 3 respectively. Although Design 3 has a higher deformation, it is only by about half a micrometer.

Table 5: Summary of stress and deformation analysis.

<table>
<thead>
<tr>
<th>Result</th>
<th>Design 1</th>
<th>Design 2</th>
<th>Design 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Stress (MPa)</td>
<td>849.39</td>
<td>688.64</td>
<td>409.9</td>
</tr>
<tr>
<td>Max Deformation (µm)</td>
<td>4.4585</td>
<td>3.9525</td>
<td>5.088</td>
</tr>
</tbody>
</table>

3.3 Selection of Geometry and Materials Based on Criteria

It is decided that for the first research question, the one dealing with maximum heating efficiency in °C/W, is Design 3. Given the same amount of power supplied, it is able to bring a temperature of 322.78 °C. Moreover, the stresses that it endures are considerably less than other Designs, including the one done in the previous study.

Unfortunately, it has no improvement over the previous study model, in terms of temperature. Further investigation is needed for this. The previous model managed a maximum of 409.1 °C. However, it is not known whether Design 3 would exhibit the same behaviour as previous study model did; whereby it cannot be raised to its maximum temperature instantly. Comparing the gains in temperature of previous model and Design 3, the latter has a slower rise to steady state. This slower rise in temperature can possibly reduce the thermal stresses that occur on the microthruster chip.

Although each LTCC supplier has its own formulation, in general, their properties are considered to be similar enough to consider them having the same mechanical properties. Differences in measurement of these values can arise over test methods and preparation of said LTCC, but for simplicity and a rough indication on what sort of forces microheaters subjugate their surrounding materials to, the value of 320 MPa is taken to be the threshold in terms of stresses on the substrate. In a study done by Sandia Labs, the published mechanical strength of DuPont-produced LTCC Tape (DuPont 951) is 320 MPa [11].

Similarly, no Design managed to yield stress results of less than 320 MPa. However, it is still notable that the thermal stresses ad deformations have improved
compared to the previous study model. This can be attributed to the much slower rise in temperature of the silver microheater compared to Platinum. Further studies are encouraged to improve the Designs and materials employed.

### 4.0 Conclusion

The study started by the investigation of VLM for use in current-gen nanosatellites. The propulsion system has to be small, efficient, and reliable. The development of silicon-based VLMs brought about more and more efficient forms of nanosatellite propulsion to produce more thrust with less power.

Three different designs of microheater were designed. Therefore, the 3D finite element Designs were done using design software DesignModeler, which is a part of ANSYS Workbench. FEA has been chosen as the most appropriate technique to demonstrate the performance of each design in a numerical fashion. The analyses used are a two-step method, first using Thermal Transient in order to get the temperature outputs from the microheater, which is set to have 5 W of power running through them. Then, the output data is fed to Static Structural. The meshing type chosen are face meshing and body sizing due to the relatively simple structure of the designs and substrate. There are no complex curves in the designs, therefore hard behaviour of mesh is chosen. To determine the sizing needed for meshing, a grid independent test was done.

In the FEA, all three designs were tested with the same parameters or power, thickness, and initial temperature. The only difference was the geometry. The first design yielded a maximum of 312.85 °C. The second one did 268.19 °C, and the third recorded the highest, 323.17 °C. The 3rd design showed the best performance in terms of °C/W. However, even though Design 3 nor the other Designs are able to satisfy the objective of temperature improvements over previous study, there was a significant decrease in thermal stresses in the LTCC substrate.

This study is not ideal because all aspects of the LTCC and microheater production could not be included. It is a limitation of solely using FEA over actual fabrication and experimentation. The mechanical strength of LTCC materials was determined in literature to be similar to the strength of HTCC materials, like the one used in the previous study [1]. However, measurement of mechanical strength of any material is dependent on size of the sample, experimental methods, and preparation of said material. These aspects were not considered in the project. To make the study ideal, and more reliable, it is encouraged to consider them during the planning stage of any follow-up study. Even though LTCCs seem to be a technology approaching maturity, with increasingly varying uses, applications of the material are still under development. The prospective advantages of LTCC to bring about the development of high-density complex VLM modules are numerous and must continue to be explored.
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Abstract
Airfoil is widely used in industry as it is the basic element of all lifting surfaces such as wings for airplanes and blades for compressors or turbines. One of the most important criteria to determine a good airfoil design is the amount of lift and drag produced. A good design should provide maximum lift and minimum drag, which also known as high aerodynamic efficiency. To further improve the aerodynamic characteristics, dimples are one of the possible solutions. Based on the previous studies and for certain design conditions, it is proved that dimples decrease the drag and increase the lift. In this research, the effects of the numbers of dimples are investigated and analysed. A standard NACA0012 airfoil is considered without and with dimples. Different numbers of dimples on the airfoil are studied numerically at subsonic speeds and angles of attack from -10° to 10°. The dimples are arranged in 3 different arrangements, which are at the top surface, bottom surface and also the top and bottom surfaces of the airfoil. The airfoil with dimples is modelled and simulated in ANSYS Fluent to determine what is (are) the possible numbers of dimples which give the optimum aerodynamic efficiency. It is shown that the best configuration of dimples is adding 1 dimple at the bottom surface of the airfoil which increases the efficiency by 4.18% compared with the clean airfoil.

Keywords: Airfoil, Aerodynamic Characteristics, Dimples, Lift and Drag, Aerodynamic Efficiency
1.0 Introduction

Aerodynamics has always been a very popular topics. The theory of aerodynamics is the greatest works of a lot of individuals since early time. These all probably started with ancient humans’ desire to mimic the actions of the birds and soar in the sky. Therefore, they start to question themselves, what substances and theories cause birds to fly and can human soars in the sky too? This is how this topic “Aerodynamics” became popular and interesting throughout the whole world.

In the 15th centuries, a man named Leonardo da Vinci concluded that it was the movement of the wing relative to the air and the resulting reaction that produced the lift necessary to fly [1]. Therefore, he has produced several designs of machines to copy the action of a bird’s wing as shown in Figure 1.

![Ornithopter](image)

**Figure 1. Ornithopter [1]**

Since 18th centuries, most of the researches have started to conduct experiments to improve the aerodynamics of a certain object. One of the most carried out experiment is to study the objects with rough surfaces, also known as dimples [2]. One of the most common studied object is dimpled golf ball. Golf balls are all manufactured with dimples as shown in Figure 2 on its surface to increase the lift. Among all the ball games, golf ball is the one with the highest speed, not only because of the material and
method of hitting it, it is also influenced by the dimples on its surface [3]. In short, the main forces that acting behind all these theories are lift and drag forces.

When fluid flows around an object, lift and drag forces are produced by the distribution of pressure and shear stress as shown in Figure 3. To define lift and drag force, lift force is the perpendicular force to the stream velocity while drag force is the parallel force to the stream velocity. However, how lift and drag is produced? For example, an airfoil. When an airfoil is travelling over a fluid, there are differences conditions between the top and bottom surfaces of the object. The flow on the top surface will be faster than the bottom surface. According to Bernoulli’s equation in equation (1), when velocity increases, pressure decreases. Hence, this results in a pressure difference between the 2 surfaces. The bottom surface will have a higher pressure than the top surface and this is the condition that generates lift for the airfoil [4]. Then, how is drag force generated? Drag force is actually produced simultaneously when the lift force is generated. Drag is generated by the interaction of a solid body with fluid.

\[
P_1 + \frac{1}{2} \rho v_1^2 + \rho gh_1 = P_2 + \frac{1}{2} \rho v_2^2 + \rho gh_2
\] (1)

To obtain a good aerodynamic efficiency, the object has to be able to produce high lift force and low drag force. The ratio between these 2 forces give us the aerodynamics efficiency. Therefore, as mentioned above, through a lot of researches these centuries, adding dimples on the surface is a very common and effective method. For example, by comparing a smooth and dimpled golf ball. Since the laminar boundary layer around the smooth surface separates very fast, it produces a very large wake over the entire rear area as shown in Figure 4 that sketched by the author. The large wake maximizes the region of low pressure and results in maximum difference between the
front and rear pressure. Hence, a large drag is produced over the smooth surface [3]. To overcome this challenge, dimples are proposed.

![Figure 4. Thick Wake Produced by Smooth Golf](image)

Similar condition as above, but a dimpled golf ball is used. Conversely, a thinner turbulent boundary layer of air compared to the one above clings to the surface which allows the air to flow following to the surface further around the rear area of the golf ball. This decreases the size of the wake as shown in Figure 5 that sketched by the author and thus produced lesser drag because smaller wake minimizes the region of low pressure.

![Figure 5. Thick Wake Produced by Dimpled Golf](image)

It is actually proven that the dimples will cause the laminar boundary layers from transition to turbulence, adding momentum to the flow which assists the flow to overcome the pressure gradient and also delay the separation [5]. Apart from that, there is actually a company named as FastSkinz in USA has already utilized the technology of dimples on a lot of different famous field such as racing, outdoor billboard advertising, large commercial fleets and wind turbines [6].

The main objective of this research is to find out the effects of number of round dimples on the aerodynamics efficiency of NACA 0012 airfoil. In this research, some assumptions are made to let the project run smoothly. Firstly, the airfoil used will be assumed as fix throughout the whole project, which is NACA 0012. Besides, for the dimples, this research mainly focuses on 3 different scenarios, dimples on top surface, dimples on bottom surface and dimples on both top and bottom surfaces. All scenarios will be modelled with 4 cases, from one to four dimples on a surface with angle of attack of \(-10^\circ\) to \(10^\circ\) is an interval of \(5^\circ\). Furthermore, the shape and geometry of the dimples are all assumed as round dimples, the other shape and geometry are not considered. The simulations used in this project are all assumed in 2D, as 3D simulations will take too long time and too complicated for the author.
The 4 numbers behind the NACA indicates the geometry of the airfoil. The first digit determines the camber, the second digit determines the position of the camber while the last 2 digits indicates the thickness of the airfoil in percent of the chord [7]. NACA 0012 is a symmetrical airfoil without any camber.

2.0 Numerical Set Up

This research is mainly on numerical approach. ANSYS Fluent is used to run the Computational Fluid Dynamics (CFD) simulations of all different types of dimpled and clean airfoils in order to find out the airfoil with the best aerodynamics efficiency. The numerical simulation consists of two stages, first stage is for validation which only involves clean airfoil while another stage is for the main purpose of this research which is the dimpled airfoils. Besides, throughout the whole numerical set up for both stages, the model used is Spalart-Allmaras model. The governing equations of this model are stated in equation (2) to (5) [8].

\[
\tilde{S} \equiv S + \frac{\tilde{\nu}}{k} \left[ 1 - \left( \frac{\tilde{\nu}}{\nu} \right) \left[ 1 + \left( \frac{\tilde{\nu}}{\nu} \right)^4 \left( 1 + C_{\nu_1} \frac{s}{d} \right)^{-1} \right] \right]
\]

\[
f_w = \frac{\tilde{\nu}}{k} \left[ 1 + C_{w_2} \left( \frac{\tilde{\nu}}{k} \right)^5 - 1 \right] \left( 1 + C_{w_3}^6 \right)^{\frac{4}{5}} \left( 1 + C_{w_3}^6 \right)^{\frac{1}{5}}
\]

\[
f_{t_1} = C_{t_1} g_t \exp \left[ -C_{t_2} \frac{w_t^2}{\Delta U^2} \left( d^2 + g_t^2 d_t^2 \right) \right]
\]

\[
f_{t_2} = C_{t_3} \exp \left[ -C_{t_4} \left( \frac{\tilde{\nu}}{\nu} \right)^2 \right]
\]

where \( S \) is the magnitude of the vorticity, \( d \) is the distance to the closest wall, \( d_t \) is the distance from the point in the flow field to the trip on the wall, \( \omega_t \) is the wall vorticity at the trip, \( \Delta U \) is the difference at the field point and that at the trip, \( g_t = \min(0.1, \Delta U/\omega_t \Delta x_t) \) where \( \Delta x_t \) is the grid spacing along the wall at the trip. The empirical constants of the Spalart-Allmaras model are: \( C_{b_1} = 0.1355, \sigma = 2/3, C_{b_2} = 0.622, \kappa = 0.4187, C_{w_1} = 3.239, C_{w_2} = 0.3, C_{w_3} = 2.0, C_{\nu_1} = 7.1, C_{t_1} = 1, C_{t_2} = 0.2, C_{t_3} = 1.2 \) and \( C_{t_4} = 0.5 \) [9].

2.1 Validation

Before the main objective of the research starts, some simulations have ran for validation purpose first. The results of this stage will be compared with the journal paper to ensure that all the settings are correct and acceptable in order to proceed with the main simulations of this research. Therefore, all the settings used here are based on the referred journal paper such as the boundary conditions and model. The validation results will be compared to a journal paper using the similar conditions.
Firstly, for the geometry of the NACA 0012 airfoil, its coordinates have to be very precise as a little flaw may come out with a very inaccurate results. Therefore, the coordinates of NACA 0012 airfoil is sourced from NASA and many data from NASA have proved that the coordinates is perfect. Using the coordinates, the airfoil will be modelled in ANSYS as shown in Figure 6. The chord length of the airfoil is set at 1 m, same with the referred journal paper.

![Figure 6. Model of NACA 0012 in ANSYS](image)

For the validation stage, only clean airfoil will be simulated. Therefore, the airfoil is then surrounded by a C domain as shown in Figure 7. The size and geometry of the C domain is modelled according to the referred journal paper in order to compare the results later on.

![Figure 7. C Domain](image)

After the airfoil and the C domain have been modelled, the settings shown in Table 1 below are used to mesh the model. This is to obtain a minimum mesh skewness which provides maximum skewness of 0.67 which is acceptable. Figure 8 shows the completed mesh of the C domain and also around the airfoil.
Table 1. Mesh Settings for Validation

<table>
<thead>
<tr>
<th>Mesh Control</th>
<th>Overall C Domain Surface</th>
<th>Mapped Face Meshing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh Method</td>
<td>C curve</td>
<td>Quadrilaterals</td>
</tr>
<tr>
<td>Constrain Boundary</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Numbers of Divisions</td>
<td>200</td>
<td>400</td>
</tr>
<tr>
<td>Behavior</td>
<td>Hard</td>
<td>Hard</td>
</tr>
<tr>
<td>Bias</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Bias Factor</td>
<td>-</td>
<td>150</td>
</tr>
</tbody>
</table>

Figure 8. Meshing of Airfoil and C Domain

After meshing, the boundary conditions and the solver settings are set according to Table 2, following the settings in the journal paper in order to compare the results. After everything is well configured, the preparation for the simulation is done and ready to be run. The simulation results will then be compared with the journal paper and will be further discussed below.

Table 2. Boundary Conditions and Solver Settings for 0 Angle of Attack.

<table>
<thead>
<tr>
<th>Modal</th>
<th>Spalart-Almaras</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet x-velocity</td>
<td>43.82m/s</td>
</tr>
<tr>
<td>Inlet y-velocity</td>
<td>0m/s</td>
</tr>
<tr>
<td>Outlet Gauge Pressure</td>
<td>0</td>
</tr>
<tr>
<td>Solution Method Scheme</td>
<td>SIMPLE</td>
</tr>
<tr>
<td>Solution Initialization</td>
<td>Standard Initialization, compute from inlet</td>
</tr>
</tbody>
</table>

2.2 Actual Simulations (Dimpled Airfoil)

After the simulations for validation are completed and compared with the journal paper, the settings for the simulations are then set and confirmed as the purpose of validation stage is to make sure all the settings are correct. Therefore, the set up for the actual simulations are all similar with the validation simulations. The only difference is in main simulations, the airfoil is dimpled and more work is needed for meshing. This will be further explained. Besides, as mentioned above, this research has 3 different arrangements of dimples, which are top dimpled surface, bottom dimpled surface and both top and bottom dimpled surfaces as shown in Figure 9.
Figure 9. Top, Bottom and Both Top and Bottom Dimpled Surfaces

Besides, the geometry is slightly different in the actual simulation compared with the validation. The whole model is scaled down in a factor of 0.1 to make the airfoil has a chord of 0.1 m. After all the airfoils are modelled, the following meshing settings are applied for all the airfoils to ensure that the skewness does not exceed 0.97 as followed in the validation stage. The settings are slightly different than the validation stage as this model is scaled down. The meshing gives a skewness of 0.75. The meshed airfoil is shown in Figure 10.

Table 3. Mesh Settings for Actual Simulations

<table>
<thead>
<tr>
<th>Mesh Control</th>
<th>Mapped Face Meshing</th>
<th>Overall C Domain Surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh Method</td>
<td>Quadrilaterals</td>
<td></td>
</tr>
<tr>
<td>Constrain Boundary</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Numbers of Divisions</td>
<td>50</td>
<td>150</td>
</tr>
<tr>
<td>Behavior</td>
<td>Hard</td>
<td>Hard</td>
</tr>
<tr>
<td>Bias</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Bias Factor</td>
<td>-</td>
<td>150</td>
</tr>
</tbody>
</table>

Figure 10. Meshed Dimples Airfoil
As the model has been successfully meshed and the quality of the mesh has checked and passed, the following boundary conditions and solver settings are used to solve the model. It is slightly different with the validation stage especially the inlet velocity, instead of 43.82 m/s, 10 m/s is used for 0 angle of attack as that is within the range of the wind tunnel that will be used for future experimental testing.

Table 4. Boundary Conditions and Solver Settings for 0 Angle of Attack

<table>
<thead>
<tr>
<th>Modal</th>
<th>Spalart-Almaras</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet x-velocity</td>
<td>10 m/s</td>
</tr>
<tr>
<td>Inlet y-velocity</td>
<td>0 m/s</td>
</tr>
<tr>
<td>Outlet Gauge Pressure</td>
<td>0</td>
</tr>
<tr>
<td>Solution Method Scheme</td>
<td>SIMPLE</td>
</tr>
<tr>
<td>Solution Initialization</td>
<td>Standard Initialization, compute from inlet</td>
</tr>
</tbody>
</table>

For this research, 4 conditions for each scenario (top, bottom, top and bottom surfaces) will be simulated, which are 1, 2, 3 and 4 dimples will be modelled on the airfoil. The dimples will be placed in an arrangement of 20%, 40%, 60% and 80% of the chord length as shown in Figure 11 to 13. Figure 11 shows the specific dimensions which are similar to Figure 12 and 13.

Figure 11. 4 Different Arrangements of Dimples for Top Surface Dimpled Airfoil

Figure 12. 4 Different Arrangements of Dimples for Bottom Surface Dimpled Airfoil
3.0 Results and Discussions

For the validation stage, the inlet velocity used is 43.82 m/s because the results here need to be validate with the journal paper. Therefore, the Reynold number used must be the same in order to compare. To have a same Reynold number, Re, which is $3 \times 10^8$, the following equation (5) is used.

$$Re = \frac{\rho vd}{\mu}$$

Where $\rho$ is the density of air, $v$ is the inlet velocity, $d$ is the chord length of the airfoil while $\mu$ is the dynamic viscosity of the air. The following settings as shown in Table 5 are used to calculate the Reynold number. After the calculation using equation (5), the inlet velocity used is 43.82 m/s.

<table>
<thead>
<tr>
<th>Reynold Number</th>
<th>$3 \times 10^8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of the Air</td>
<td>1.225 kg/m³</td>
</tr>
<tr>
<td>Chord Length of the Airfoil</td>
<td>1 m</td>
</tr>
<tr>
<td>Viscosity of the Air</td>
<td>$1.7894 \times 10^{-5}$ kg/ms</td>
</tr>
</tbody>
</table>

As shown in Figures 12 and 13, when comparing the lift and drag coefficient with the results published in [9], there is a slight difference between the actual simulation and the published results. It shows that when the angle of attack is higher, the more the error between the actual simulation and journal paper. When the angle of attack reaches 10°, the error of percentage for lift coefficient reaches 5.34% while the drag coefficient reaches 24%. This range of errors are still acceptable as the acceptable error is below 30% as mentioned by the supervisor. According to Figures 12 and 13, both the lift and drag coefficients for actual simulation and journal paper possess the same trend, which is an increase when the angle of attack increases.
For the actual simulation, which is the dimpled airfoils, 4 types of graphs have been produced to study the effect of number of dimples on aerodynamics efficiency. The graphs are lift coefficient against angle of attack (AOA), drag coefficient against AOA, aerodynamics efficiency against AOA and lift coefficient against drag coefficient. Every types of the graphs are divided into 4 scenarios, which are single dimple, double dimples, triple dimples and quadruple dimples airfoil. The acronyms used for these 4 scenarios are tabulated in Table 6.

Referring to Figures 14, it is proven that the lift coefficient is definitely increasing when higher angle of attack is used, despite how many dimples are added. However, adding dimples do not ensure more lift coefficient is produced. Figure 14 (1) and 14 (2) show that only downside dimples will have a higher lift coefficient than the clean airfoil while Figure 14 (3) and 14 (4) show that if the number of dimples go up to
3 and 4, the lift coefficient produced will be even lower than the clean airfoil. Besides, in Figures 14, among all the upside, downside and both up and downside dimpled airfoil, the downside dimpled airfoil always give the highest lift coefficient.

Table 6. Acronyms Used in the Following Sections

<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Configurations of Dimples</th>
</tr>
</thead>
<tbody>
<tr>
<td>UD</td>
<td>Upside Dimple</td>
</tr>
<tr>
<td>DD</td>
<td>Downside Dimple</td>
</tr>
<tr>
<td>UD</td>
<td>Up and Downside Dimples</td>
</tr>
</tbody>
</table>

![Graphs showing lift coefficient vs. angle of attack for all scenarios](image)

**Figure 16. Lift Coefficient vs. Angle of Attack for All Scenarios**

As for the drag coefficient, the trend is the same for drag coefficient against angle of attack despite how many dimples are added as shown in Figures 15. It shows that up and down dimpled airfoils have the highest drag coefficient in all cases. It can also be seen that when dimples are added on the airfoil, the drag coefficient increases.
Figures 16 shows how the numbers of dimples as well as arrangements of dimples (upside, downside, up and downside) affect the aerodynamics efficiency of the airfoil, which is the main objective of this research. Figure 16 (1) shows that when 1 downside dimple is added on the airfoil, the aerodynamics efficiency increases compared with the clean airfoil while conversely, Figure 16 (2), 16 (3) and 16 (4) shows that when 2, 3 and 4 dimples are added on the airfoil despite the arrangement, the aerodynamics efficiency decreases compared with the clean airfoil. Besides, dimples on both up and down surfaces always produce the least aerodynamics efficiency compared with the others. Therefore, this arrangement is not taken into consideration.
Hence, according to all the data provided and simulated in the figures above, it can be seen that adding more than 1 dimple on the airfoil will decrease the aerodynamics efficiency. Only when 1 dimple is added on the downside of the airfoil will increase the efficiency. All the data has been tabulated in Table 7 and it clearly shows that which conditions of airfoil provides the best aerodynamics efficiency.

Figure 18. Aerodynamics Efficiency vs. Angle of Attack for Single Dimple
Table 7. Tabulated Data of Aerodynamics Efficiency of Different Conditions of Airfoil

<table>
<thead>
<tr>
<th>Arrangement of Dimples on Airfoil</th>
<th>-10°</th>
<th>-5°</th>
<th>5°</th>
<th>10°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 Dimple Upwards</td>
<td>+ 0.00%</td>
<td>- 3.62%</td>
<td>- 8.68%</td>
<td>- 7.74%</td>
</tr>
<tr>
<td>2 Dimples Upwards</td>
<td>+ 1.39%</td>
<td>- 3.65%</td>
<td>- 23.16%</td>
<td>- 23.26%</td>
</tr>
<tr>
<td>3 Dimples Upwards</td>
<td>- 11.90%</td>
<td>- 7.17%</td>
<td>- 33.25%</td>
<td>- 40.08%</td>
</tr>
<tr>
<td>4 Dimples Upwards</td>
<td>- 22.45%</td>
<td>- 13.51%</td>
<td>- 43.23%</td>
<td>- 53.45%</td>
</tr>
<tr>
<td>1 Dimple Downwards</td>
<td>- 1.38%</td>
<td>- 12.55%</td>
<td>- 0.25%</td>
<td>+ 4.20%</td>
</tr>
<tr>
<td>2 Dimples Downwards</td>
<td>- 21.03%</td>
<td>- 22.99%</td>
<td>- 3.64%</td>
<td>- 4.28%</td>
</tr>
<tr>
<td>3 Dimples Downwards</td>
<td>- 38.08%</td>
<td>- 32.93%</td>
<td>- 7.09%</td>
<td>- 27.63%</td>
</tr>
<tr>
<td>4 Dimples Downwards</td>
<td>- 51.88%</td>
<td>- 43.26%</td>
<td>- 13.63%</td>
<td>- 20.42%</td>
</tr>
<tr>
<td>2 Dimple Up &amp; Downwards</td>
<td>+ 1.22%</td>
<td>- 10.38%</td>
<td>- 10.34%</td>
<td>- 2.15%</td>
</tr>
<tr>
<td>4 Dimples Up &amp; Downwards</td>
<td>- 27.59%</td>
<td>- 25.60%</td>
<td>- 25.88%</td>
<td>- 30.13%</td>
</tr>
<tr>
<td>6 Dimples Up &amp; Downwards</td>
<td>- 45.01%</td>
<td>- 35.88%</td>
<td>- 36.00%</td>
<td>- 46.73%</td>
</tr>
<tr>
<td>8 Dimples Up &amp; Downwards</td>
<td>- 58.68%</td>
<td>- 46.08%</td>
<td>- 46.28%</td>
<td>- 59.93%</td>
</tr>
</tbody>
</table>

4.0 Conclusion

In conclusion, using the dimple in terms of the arrangement and number as a means to improve the aerodynamic efficiency shows different results. Adding 1 dimple at the downside of the airfoil will increase the aerodynamics efficiency by 4.18% comparing with the clean airfoil. Besides, this study also found out that when the air is flowing at a higher AOA, the lift coefficient increases. However, the drag coefficient increases as well which cause the overall aerodynamics efficiency decreases. Therefore, the AOA that provides the best efficiency is 5º. However, more numerical analysis can be carried out such as adding more than 4 dimples on the airfoil might result in a different unexpected result. Other arrangements of the dimples can be carried out too such as location of the dimples, shape of the dimples and others to find out the best combination to provide the best aerodynamics efficiency. Besides, higher AOA can be simulated to find out the effect of high AOA on the aerodynamic characteristics for airfoils with dimples. Furthermore, experiment using the wind tunnel can be carried out to compare with the numerical results and confirm the trend of the results for dimpled airfoils.
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Abstract
This study was carried out for the purpose of identifying the effects of different alumina content and sintering temperatures on the mechanical properties (density, hardness and fracture toughness) of the Al\textsubscript{2}O\textsubscript{3}/Y-TZP composites. The conduct of the experiments began at powder preparation where the powders of 3 mol\% Y-TZP and Alumina (Al\textsubscript{2}O\textsubscript{3}) were mixed into five batches; 0, 5, 10, 20, and 30 wt\% of alumina. The mixed powders were then be compacted into green bodies using cold isostatic pressing before pressurelessly sintered at 1250, 1300, 1400 and 1500\degree C with 2 hours holding time. Two green bodies are allocated for each temperature. After sintering, the advanced ceramics underwent X-ray diffraction (XRD) analysis for phase identification to ensure that its tetragonal phase was more than 70\%. The advanced ceramic composites were then grinded and polished before its mechanical properties were determined using Archimedes’ principle, Vickers indentation method and Niihara’s equation. The obtained results were tabulated into graphs for a much clearer and simpler view. Relative density was found to increase as sintering temperature increases, except for the 30 wt\% alumina/Y-TZP composite in which there was a spike in its relative density at temperature 1300\degree C. The relative density was also found to decrease in its value as alumina content increased. Hardness decreased with higher sintering temperature, with a single exception - 20 wt\% Al\textsubscript{2}O\textsubscript{3}/Y-TZP. In addition, hardness was found to increase as alumina content in the composite increased. As for fracture toughness, it was seen that there was first an increase in the fracture toughness followed by a decrease in the fracture toughness as sintering temperature was increased.

Keywords: Zirconia, alumina, composites, XRD, mechanical properties.
1. Introduction

In the recent years, zirconia-based ceramics have gained a whole lot of attention, because of its potential in numerous applications such as hip prosthesis, cutting tool material, dental restorations and etc. Zirconia (ZrO$_2$) is the oxidized form of zirconium (Zr), which has 3 natural phases namely monoclinic, tetragonal and cubic that occurs at different ambient temperatures; at room temperature, above 1,170°C and above 2,370°C respectively.

The phase transformation from cubic to tetragonal and back to monoclinic causes a huge amount of stress due to significant volume expansion, which causes the zirconia (ZrO$_2$) to crack when it is cooling down [1]. The retention of the high temperature phases of zirconia can be made by introducing other oxides such as yttrium oxide or better known as yttria (Y$_2$O$_3$) into zirconia. Yttria acts as a stabilizer to stabilize the tetragonal or cubic phases at room temperature. A few other examples of oxides that have been proven effective as stabilizers are calcium oxide (CaO), cerium (III) oxide (Ce$_2$O$_3$) and magnesium oxide (MgO) [1]. However, even with a stabilizer, it is still possible for the tetragonal or cubic phase to revert back to its monoclinic phase at any given time if sufficient amount of stress acts on the material [1]. Y-TZP or Yttria-stabilized tetragonal zirconia polycrystals is an advanced ceramic consisting of zirconia that is completely of tetragonal phase. Different amounts of yttria stabilizer content have an impact on the mechanical properties as well as electrical properties of zirconia. For instance, tetragonal zirconia holds the highest mechanical properties whereas cubic phase has the highest electrical conductivity via ionic conduction among the 3 phases [1].

Recently, small amounts of alumina (Al$_2$O$_3$) have been found in Y-TZP with improved mechanical properties. Trace quantities of alumina have been known to help in densification, as well as enhancing tensile deformation in superplastic flow [2]. Nonetheless, the underlying mechanism in which the presence of alumina in the microstructure relates to densification and superplasticity still remains unclear. Thus, the objective of the project was to determine the effects of different alumina content and sintering temperatures on the mechanical properties of the Y-TZP ceramic composite. This study investigated the mechanical properties (density, fracture toughness and hardness) possessed by alumina/Y-TZP ceramic composites (0, 5, 10, 20 and 30 wt% alumina) at various sintering temperatures (1250, 1300, 1400, 1500°C).

2. Methodology

2.1 Powder Preparation

Powders of 3 mol% Y-TZP and alumina (Al$_2$O$_3$) was mixed to produce 4 batches; 0, 10, 20, and 30 wt% of alumina. Each batch was targeted to weigh 50 g, so calculations were first made to determine the corresponding alumina weight to the weight of the Y-TZP according to the batch ratio mentioned above. After weighing the precise amount of alumina and Y-TZP powders for each of the batches, the alumina powder was placed into a beaker, mixed with approximately 200ml of ethanol before being placed into an ultrasonic bath for 5 minutes. After 5 minutes, the Y-TZP powder was then added into the beaker and placed into the ultrasonic bath again for another 15
minutes. This was to ensure the mixing of the powders was done effectively. The mixture was then poured into an attritor mill, followed by 5 mm diameter zirconia balls for the process of ball milling which crushes the powder into fine powder and enhances the mixture of both powders. The machine was set to run at 500 rpm for 20 minutes. After the milling process, the slurry was poured into a bowl and placed into an oven to dry at 60°C for 12 hours. The dried powder was sieved using a certified fine grade laboratory sieve to ensure the powder was even finer.

2.2 Green Body Preparation

The powders were compacted into green bodies, consisting of disc-shaped ceramic pellets. Each batch of powder was compacted into 8 green samples, weighing consistently at 2.5 g each. The reason as to why 8 samples were made for each batch was because 2 samples were allocated for each targeted sintering temperature, therefore resulting in a total of 40 green bodies. The compaction was first achieved through uniaxial pressing manually followed by second press via cold isostatic press (CIP). In the manual pressing stage, the weighted 2.5g of powder was placed into a specially made cylindrical die before being placed into the hydraulic press bench. The compression pressure was set to a close approximation of 5 MPa for about 10 seconds. After each batch completed the first stage, the green bodies were labelled/marked so that it will not get mixed up. As for the cold isostatic pressing, green bodies were placed into the cold isostatic pressing machine and subjected to the pressure of 200 MPa. The CIP ensures that every side of the green body is equally compacted to further improve the density of the green samples prior to sintering.

2.3 Sintering

The green bodies went through conventional sintering using a furnace at four different temperatures: 1250, 1300, 1400 and 1500°C. Each green body was pressurelessly sintered at their respective temperatures with 10°C/min ramp rate and 2 hours of holding time. Holding time only starts after the furnace has reached its designated sintering temperature from ambient temperature.

2.4 X-ray Diffraction

After sintering, the ceramic bodies went through X-ray diffraction (XRD) for phase identification as soon as it cools down to room temperature. The XRD (Rigaku Geiger-Flex diffractometer, Japan) used had Cu-Kα as its radiation source. It was set at a scan speed of 0.5°/min and step scan of 0.02°, which worked at 40kV and 15mA. The 2-Theta range determined was from 20° to 60°. This process was done to check if the Y-TZP still remained in the tetragonal phase, because Y-TZP/ Al₂O₃ can either transform its phase back to monoclinic or even progress into the cubic phase during sintering. If the tetragonal phase was less than 70% then the whole procedure needed to be redone, starting back at the powder preparations. Whereas, if the tetragonal phase was still above 70%, it can then proceed to the next step. The relative amount of tetragonal and monoclinic phase was determined by using Toraya’s equation [3].

\[ Y'_m = \frac{1.311X_m}{1 + 0.311X_m} \]  

(1)
where,

\[ V_m \text{ is the volume fraction of monoclinic zirconia} \]
\[ X_m \text{ is the integrated intensity ratio} \]

\[ X_m = \frac{I(111)_m + I(11\bar{1})_m}{I(111)_t + I(11\bar{1})_t} \]

(2)

where,

\[ I \text{ is the peak intensity and subscripts t and m denote the tetragonal and} \]
\[ \text{monoclinic phase respectively.} \]

The volume fraction of (t)-ZrO₂ was determined by;

\[ V_t\% = 100\% - V_m\% \]

(3)

2.5 Grinding and Polishing

Next, the advanced ceramic composites were grinded using a grinding and polishing machine. Silicon carbide (SiC) sandpapers were used, gradually from a rougher grade to a smoother one. The specific grades used were 120, 240, 600, 800 and 1200 grit. In order to obtain a mirror surface finish, the grinded samples were subsequently polished using a polishing cloth and synthetic diamond paste of 0.6 µm and 0.1 µm particle grit, in order respectively.

2.6 Mechanical Properties

2.6.1 Density

The bulk density was measured using the water immersion technique based on Archimedes principle. This method was demonstrated using a standard analytical balance (Mettler Toledo Balance AG204, Switzerland) equipped with a density kit and distilled water was used as the immersion medium. The relative density of samples was then determined by correlating its bulk density with the theoretical density of the entire mixture. The bulk density was determined using the Eq. (4) below [4].

\[ \rho = \frac{W_a}{W_a - W_w} \rho_s \]

(4)

where,

\[ \rho \text{ is the bulk density of the sample} \]
\[ W_a \text{ is the weight of the sample in air} \]
\[ W_w \text{ is the weight of the sample in water} \]
ρw is the density of distilled water

2.6.2 Vickers Hardness

Hardness was determined via Vickers Indentation method, whereby a pyramidal diamond indenter was indented into the advanced ceramic with an applied load of 20 kg using a hardness testing machine (FutureTech, Japan). The load was applied slowly and held in place for 10 seconds. The accuracy and quality of the applied load were set according to ASTM E384-99 [5] and ISO 14705 [6] to obtain the most precise results. Once the indenter was removed, the impression appeared as a square with two diagonals of similar length, as shown in (Fig. 1) below. Both the diagonal impressions, namely D1 and D2 were measured using a filar micrometer that was attached to the microscope on the Vickers machine. The values obtained was then placed into Eq. (5) below to acquire its corresponding Vickers hardness values [7].

\[
H_v = \frac{1.854P}{(D)^2}
\]

(5)

Where;
- P is the applied load
- D is the average diagonals = (D1+D2)/2

![Figure 1. Vickers Indentation method [8].](image)

2.6.3 Fracture Toughness

The fracture toughness, KIC was determined using Niihara’s equation [9], shown in Eq. (6) below. The micro cracks formed at the corners of the impression was measured from the same Vickers hardness indentation by using the filar micrometer. The values obtained were then applied into Niihara’s equation.


\[
\left( \frac{K_{IC}}{H} \right)^3 = 0.031 \left( \frac{L}{a} \right) + \frac{H}{E}
\]

(6)

Where;

- \(K_{IC}\) is the fracture toughness
- \(E\) is the Young Modulus of the material
- \(H\) is the Vickers hardness
- \(L\) is the average crack length
- \(a\) is the half indentation diagonal
- \(\phi\) is the constraint factor

3. Results and Discussion

The results obtained from the ceramic bodies that underwent X-ray diffraction were tabulated into (Fig. 2) below. To verify that results obtained, the results was compared to the XRD standard for tetragonal zirconia (Fig. 3). The results used here for demonstration and representation were the XRD spectra for 1400°C. It can be seen that the results do match the standard XRD spectrum for tetragonal zirconia, shown in Fig. 3 as the peak intensity occurred at 30° and the second highest intensity at 50°, followed by 60° and 35°. This finding ensured that the results were usable and that the experiment can proceed to the next step which was determining its mechanical properties.

![Figure 2. XRD pattern at 1400°C for the Al₂O₃/Y-TZP composites.](image-url)
Furthermore, the reason for all the XRD spectra for the different alumina contents at 1400°C being similar was because the volume fraction of tetragonal zirconia (%) was very close and can be seen in Fig. 4. At 1400°C, it can be observed that the tetragonal zirconia phase content range from 98% to 99%. Similar content levels were also attained at the other sintering temperatures, thus the difference was so minute that it didn’t affect the XRD pattern much. However, the highest volume fraction of tetragonal zirconia obtained in percentage would be for Y-TZP composite with 5 wt% alumina and sintered at 1500°C.

Figure 4. Volume fraction of tetragonal ZrO₂ (vol%) of different alumina/Y-TZP composites from various sintering temperatures.
Fig. 5 shows the graph plotted from the values of relative density (%) achieved for the different compositions with increasing sintering temperatures. The most apparent trend was that relative density tended to increase as sintering temperature was raised. This finding applies for all alumina contents, except for 30 wt%. For this composite, there appeared to be a spike in its relative density when sintered at 1300°C. The overall of the results however corresponds to the data found in [11]. Another pattern found was that with more alumina content, its respective relative density is seen to decrease.

As for hardness, the values obtained for the different composites at two different sintering temperatures, namely 1400 and 1500°C were plotted into (Fig. 6). It can be seen that the trend is a decrease in hardness as the sintering temperature was increased, except for 20 wt% alumina. This result can also be supported with the data from [11], whereby at 20 wt%, hardness increased as sintering temperature became higher. Another observation made here was that hardness tended to increase as the alumina content increased, before decreasing again. Hardness can be seen increasing gradually for 0 wt% to 10 wt% but can be seen to have lower values than at 10 wt% for 20 wt% and 30 wt% alumina. The highest hardness value was obtained through Y-TZP composite with 10 wt% alumina sintered at 1400°C.
Figure 6. Vickers Hardness as function of sintering temperature for the examined Al$_2$O$_3$/Y-TZP composites.

The obtained fracture toughness data was also plotted into a graph as seen in (Fig. 7) for a clearer view. Yet again, the pattern to be seen is that fracture toughness decreases when sintering temperature increases for composites with alumina content ranging from 0 wt% to 10 wt%, whereas the fracture toughness of composites with 20 wt% and 30 wt% alumina can be seen to increase with the rise of sintering temperature. Although it may seem somewhat disordered, data from [11, 12] also suggested that fracture toughness increases with the increase in sintering temperature for both 20 and 30 wt% content of secondary phase. The highest known fracture toughness value in the study was achieved by 30 wt% Al$_2$O$_3$/Y-TZP sintered at 1500°C, followed by the zirconia composite with 10 wt% alumina that was sintered at 1400°C.

Figure 7. Fracture toughness of the examined composites against applied sintering temperatures of 1400°C and 1500°C.
4. Conclusions

To conclude this paper, there were some evident patterns surrounding the findings of the mechanical properties. First of which is the apparent trend for relative density whereby it increased as sintering temperature increased, except for the alumina-zirconia composite containing 30 wt% Al₂O₃ in which there was a spike in its relative density at temperature 1300°C. Moreover, the relative density was found to decrease in its value as alumina content increased. Regarding hardness, the trend found was that hardness decreases as sintering temperature increases, all except for one which was with the 20 wt% alumina. In addition, hardness was found to increase as alumina content in the composite increased. As for fracture toughness, it was seen that there was first an increase in the fracture toughness followed by a decrease in the fracture toughness as sintering temperature was increased. To be more specific, alumina content of 0 wt% to 10 wt% had its fracture toughness increase as sintering temperature increased, whereas 20 wt% and 30 wt% had its fracture toughness decreasing as the sintering temperature was increased.
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Abstract

Drag produced by a wing is always aimed to be reduced or kept low. Unfavorable drag force means additional effort is required to carry out work, which generally reduces the efficiency of the wing. Three of the variables affecting the drag force generated by a wing are the condition of fluid that it is operating in, the travelling velocity and the drag coefficient which depends on the wing’s aerodynamic geometry. The operational condition of missile involves rapid gain in altitude, hence the effect of altitude is expected to be the most significant for missile flight compared to other aerial vehicle. Operational speed of missile ranges from subsonic to supersonic speed where the occurrence of shock wave causes a spike in overall drag coefficient, hence the drag coefficient is highly unsuitable to be considered as a constant. Study was carried out to determine the effects of altitude on the three variables which determines the drag force. Through analytically approach, the factors affecting the variables generally were caused by the changing air parameters with altitude. Atmospheric modelling is developed according to the International Standard Atmosphere which considers the earth’s atmospheric layer up to 105 km above sea-level and separates them into different layers. Through calculation, it is determined that the kinematic viscosity of air affects the drag coefficient the most through Reynold’s number. Whereas density of the atmospheric air contributes the most when drag is considered as a force. The effects of attitude show that the drag coefficient of wing was increased by 10.8%, 45.8% and 139.2% at 25 km, 50 km and 75 km above sea-level. The results when drag coefficient of the wing is considered as a function to altitude and Mach number were calculated based on semi-empirical formulation. The resultant drag coefficient were used to analyse for trajectory and flight performances using an in-house developed MATLAB computer program. Trajectory plot shows significance variation in trajectory compared to different consideration of drag. (Drag = 0, Drag coefficient = f(Altitude and Mach number) and Drag = Constant).

Keywords: Drag coefficient, atmospheric altitude, trajectory, subsonic and supersonic, wing.
Nomenclature

ŁE
Leading edge sweep angle

RSpecific
Specific gas constant (J K\(^{-1}\) kg\(^{-1}\))

\(\mu\)
Dynamic viscosity (Ns/m\(^2\))

A
Area (m\(^2\))

AR
Aspect ratio

b
Wing span

CD
Drag coefficient

CD parasite
Parasite drag coefficient

CDb
Base drag coefficient

CDf
Skin friction drag coefficient

CDw
Wave drag coefficient

Cf
Skin friction coefficient

Cp
Base pressure coefficient

cr
Root chord

ci
Tip chord

Cw
Theoretical wave drag parameter

h
Height (m)

Ma
Mach number

Re
Reynold’s number

SRef
Referenced area (m\(^2\))

Swet
Wing wetted area (m\(^2\))

I
Wing thickness

P
Pressure (Pa)

T
Absolute temperature (K)

g
Gravitational force (m/s\(^2\))

m
Mass (kg)

v
Volume (m\(^3\))

\(\nu\)
Kinematic viscosity (m/s\(^2\))

\(\rho\)
Density (kg/m\(^3\))

\(\phi\)
Wing sweep correction factor
1. Introduction

Air properties such as temperature, pressure and density change with altitude, hence the drag force experienced by a wing also varies with altitude [1]. This is due to the air being a form of gas, where it can be expanded and compressed depending on pressure and temperature [2]. Both temperature and pressure of the atmospheric air changes with altitude. It is determined that pressure have a dominant effect on density as compared to temperature, this is due to the greater decreasing rate of atmospheric pressure with altitude. Hence it can be said that density decreases exponentially with altitude [2].

The effects of the decreasing density and dynamic viscosity with altitude, results in the increase in the drag coefficient \( (C_D) \) of the wing due to lower Reynolds number [3].

The atmosphere also contributes to the total drag force experienced by the wing. The operating Mach number of the wing effect the overall \( C_D \) of the wing. It is determined that especially during transonic speed \((0.8 > Ma > 1.2)\) the wave drag coefficient \( (C_{Dw}) \) have a significant effect on the total \( C_D \) of the wing due to the occurrence of shock wave, hence causing a spike in \( C_D \) [4]. The travelling Mach number is the ratio of the traveling velocity of the body to the speed of sound. The speed of sound generally changes with temperature, hence we can say that the Mach number of the wing is a function to altitude as well [5].

Wing geometry effects the total \( C_D \) of the wing. Wings with large thickness for example have an increasing effect on the form drag due to the larger pressure variation around the wing [6]. According to the Prandtl-Schlichting formulation the local skin friction of an airfoil can be determined by introducing Reynold’s number into consideration [7]. The Reynold’s number considers the length of the wing with the consideration of its travelling speed and the air viscosity.

Studies also shows that the aspect ratio (AR) is particularly important when the wing travels through transonic speed \((Ma > 0.8)\). A large AR causes large hike in \( C_{Dw} \) and also AR can have significant effect even in subsonic speed due to friction drag [8] [9]. Analysis were carried out to determine \( C_D \) of a spherical body at high altitude further certifies that the change in \( C_D \) is obvious and significant at higher altitude but the actual effect on missile trajectory is unknown [10]. M. S. Selig, R. W. Deters, and G. a. Williamson [11] determines the effect of low Reynold’s Number at subsonic speeds. The experiment result shows visible effect on the overall \( C_D \) which is mainly contributed by the skin friction drag at subsonic speed. Research carried out by Al-Obaidi [12] found that through semi-empirical calculation, the rate of increase of \( C_D \) have an increasing effect with altitude. The main contribution of the changing \( C_D \) is still unknown in the overall trajectory of SSM missile, hence this serves as the main motivation of this study.

Effect of Reynold’s number on the trajectory of a shuttlecock was similarly determined using trajectory as a form of visualization and comparison by J. Le Personnic, F. Alam, L. Le Gendre, H. Chowdhury. The comparison of trajectory between two types of shuttlecock made of different material shows that the material which deforms under high Reynold’s number at higher speed travels higher and landed further. Conclusion determines that the variation was caused by the lower drag force experienced by the more flexible shuttlecock, as the flexibility at higher speed reduces the \( C_D \) at the base of the shuttle cock, hence causing the overall \( C_D \) of the shuttlecock to be lower [13].
This shows the effect of variable $C_D$ at affecting the overall trajectory during low subsonic speed but not in supersonic speed.

M. S. Selig, R. W. Deters, and G. a. Williamson shows the effect of Reynold’s number ranging from 100,000 to 500,000 on $C_D$, which is seem to be more beneficial in modern day’s flight setup such as Unmanned Aerial Vehicle (UAV), commercial aircraft as well as the motorsport application which only operates through subsonic speeds. Through their experimental study carried out by using the wind tunnel, it is found that Reynold’s number does have an effect on the overall $C_D$ of an airfoil. The results were compared between Reynold’s number of 100,000 being the lowest, which results in the highest $C_D$. At higher Reynold’s number of 500,000 which indicates higher operating speed, the $C_D$ is lowest [11]. Both experiments are carried out with the same setup and experimental parameters. This study further proves the effect of Reynold’s number to $C_D$ of a wing. But this study still lacks the analysis on the actual drag force which is the aimed to be kept at a low at all times as well as on a single wedged wing designed to operate up to supersonic speeds.

Therefore, it is important to consider the factors affecting the drag force experienced by the wing which eventually results a changes in trajectory [14]. Major factors known as air parameters, wing geometry, Mach number, $C_D$ and even gravitational forces is taken into consideration when simulating to determine its trajectory and flight performances. Mathematical models and sub-programs are developed using MATLAB to analyze the change of these factors with altitude. Actual flight setup where initial trajectory controls as well as full rocket engine modelling which simulates closely to actual engine performance was considered into the overall analysis. The results from the numerical analysis are visualized and compared with different considerations where $C_D = 0$, $C_D =$ Constant and $C_D = f$(Altitude) through trajectory and performance plots. The motivation of this project, though it may be small but will be impactful especially in missile trajectory where the slightest variation in the trajectory may affect the result completely.

2. Methodology

Analytical method is used to determine factors affected by altitude which is numerically analysed using mathematical equations, data extraction from semi-empirical tables. Analysis were carried to closely model each of the atmospheric layers where air parameters were calculated. $C_D$ of the wing is calculated by using part of the output from the atmospheric modelling combined with flight condition and parameters such as the Mach number. Semi-empirical data acquired through combination of theoretical and experimental data for a typical surface-to-surface missile (SSM) were used to closely estimate for $C_D$. The loop of calculations are carried with the aid of computer program which is able to numerically calculate each of the parameter affected by the changing altitude. Calculation includes extensive data extraction from graphs using several degree of cubic spline interpolation method based on the operating condition of the wing. These factors determined change throughout the flight time were analysed by solving basic equations of motion which analyses the 3-DOF of the body. Effects of the changing variables, due to atmospheric parameters and the aerodynamic characteristic $C_D$ of the wing with altitude are visualized and compared with several other flight conditions to assess their individual effect on the overall trajectory. Comparison were made where drag force is not considered throughout the flight (Drag = 0), the
aerodynamic drag characteristic $C_D$ is considered constant ($C_D = \text{constant}$) and lastly which is the main objective of this study where atmospheric parameter and drag characteristic of the wing as a function of altitude. ($C_D = f(\text{Altitude and Mach number})$).

### 2.1 Equations of motion

The trajectory analysis of the body under different consideration of drag coefficients were carried out by solving the equations of motion, which serve as the main framework of the study. The changing variables determined are the air parameters and $C_D$ are used to calculate for the net force. Newton’s second law states that the acceleration of an object is produced by a net force directly proportional to the magnitude of the net force in the same direction as the net force, and inversely proportional to the mass of the object. This further signifies the importance to closely simulate the missile’s changing mass due to fuel consumption. Although acceleration from the rocket engine will propel the body up to speed, but the effects of decreasing fuel mass is required to improve the accuracy and the realistic effect of the analysis. Displacement, velocity and the acceleration of the missile are calculated using basic equations of motion shown below [15]:

\[
\begin{align*}
\text{Acceleration} & = \frac{F_{\text{net}}}{\text{mass}} \quad (1) \\
\text{Velocity} & = v_{\text{initial}} + at \quad (2) \\
\text{Displacement} & = s_{\text{initial}} + vt + \frac{1}{2}at^2 \quad (3)
\end{align*}
\]

The acceleration and deceleration of the body throughout the flight varies, caused by the changing drag forces and mass of the missile. Hence, the resultant velocity of the missile varies throughout the flight. The drag force experienced by the missile at any moment during the flight is calculated using the equation:

\[
F_{\text{Drag}} = \frac{1}{2} \rho C_D AV^2 \quad (4)
\]

The equation of drag force depends on several parameter density ($\rho$), velocity ($V$) and drag coefficient ($C_D$) which is known to be changing throughout the flight. Hence, we can say that the drag force experienced by the body is a function of altitude.

\[
F_{\text{Drag}} = f(\text{Altitude}) \quad (5)
\]

\[
F_{\text{Net}} = F_{\text{Thrust}} - F_{\text{Drag}} \quad (6)
\]

The net force ($F_{\text{net}}$) exerted on the body includes the total of drag force and the thrust ($F_{\text{Thrust}}$) which is propelling the body through the atmosphere. Hence the net acceleration at a specific moment of the missile is determined. With the combination of all these information, the analysis of the trajectory can be carried out.

### 2.2 Parameter setup and assumptions

In this study, only the isolated wing is considered in analysing the effects due to altitude. The consideration on wing alone eliminates the effect of missile body, wing to body interference and body to wing interference, which requires more time and knowledge
to analyse. The computer program was developed in a way which can be easily altered to make relevant adjustment and different flight consideration to be used to analyse for different flight parameter such as the wing configuration. The missile’s wing configuration and design varies according to the missile’s operational purposes. As for this study, a typical SSM configured wing is selected for analysis as it serves as the baseline configuration for all the SSM [16]. The SSM wing is a single wedged wing which is able to operate in subsonic and supersonic speed. The detailed aerodynamic characteristic of the wing is shown in Figure 1. Semi-empirical data for the SSM wing were obtained through the USAF DATCOM missile software [17]. These data which are usually classified and difficult to be obtained were accessible by the supervisor of this study, Al-Obaidi [12], hence the decision to use the SSM configured wing for this study. The SSM wing generally served as a medium to visualize and compare the effects of altitude on aerodynamic performances.

![SSM Configured wing geometry.](image)

Other than the wing’s configuration, the atmospheric parameters also affects the aerodynamic performance of a wing. According to the latest U.S Standard Atmosphere 1976 which models the atmospheric air parameters density, pressure, temperature and viscosity of the earth’s atmosphere. These mathematical models produced fundamentally based on several assumptions. The vertical pressure distribution which relates pressure, density to altitude as well as the atmospheric air as an ideal gas which relates pressure density and temperature [18]. Hence, by utilizing these assumptions for different atmospheric layers, the complete modelling of the atmosphere can be produced using computer program, the calculations were carried out based on Eqs. (7) and (8). The atmospheric model was then included into the main framework which simulates the missile flight by solving the equations of motion. As altitude increases, the gravitational force of the earth exerted on the body decreases due to the increasing radius to the centre of the earth [19]. Hence, the changing gravitational force with altitude is also taken into consideration during simulation.

\[
\Delta \text{Pressure} = -\rho g \Delta h \quad (7)
\]

\[
P_v = m R_{\text{Specific}} T \quad (8)
\]

### 2.3 Semi-empirical approach
Semi-empirical formulas and data are used to ensure that the simulation is carried out as realistic as possible without carrying out actual flight experiment in this study. The data used and produced are from the DATCOM missile software, and the formulation according to these data are taken from [20], [21], [22], [23] and [12]. The computer program developed for this study contains all the relevant equations and data required to determine the total $C_D$ of the wing at different conditions such as travelling Mach number and the kinematic viscosity of atmospheric air.

The formulas developed are shown below where the total $C_D$ is made up of 3 major component skin friction drag coefficient $C_{Dfr}$, wave drag coefficient ($C_{Dw}$) which exist at transonic and supersonic speed and lastly, base drag coefficient ($C_{Db}$) which is mainly affected by the wing thickness.

$$C_D = C_{Dfr} + C_{Dw} + C_{Db}$$  \hspace{1cm} (9)

**2.3.1 Skin friction drag**

The skin friction drag coefficient can be calculated though the following equation with $C_{Dfr}$ known as the skin friction coefficient of the wing. $C_f$ is the primary skin friction factor determined using the Prandtl-Schlichting formulation which is combined with considers the factors known to manipulate the actual skin friction $C_{Dfr}$ [7]. The consideration includes the wing thickness factor, $\eta_t$, which results higher $C_{Dfr}$ when the wing is thicker. The area of the wing wetted by the air which can be directly related to the skin friction factor, where larger area wetted by the fluid results larger skin friction [24]. This method which considers the factors of wing geometry allow accurate calculation of the skin friction drag coefficient:

$$C_{Dfr} = C_f \eta_t \frac{S_{Wet}}{S_{ref}}$$  \hspace{1cm} (10)

**2.3.2 Wave drag**

The wave drag coefficient is known to occur at speed above subsonic due to shock wave, and at this speed the Mach number is known as the drag-divergence Mach number. At this point $C_D$ of the wing becomes very large, typically increasing by a factor of 10 in some cases [25]. The spike in $C_D$ outside subsonic speed is crucial to be considered when simulating in order to accurately and realistically determine the total drag force experienced by the body. $C_w$ is the theoretical wave drag parameter which can be obtained from semi-empirical graphs depending on wing geometry and Mach number. Where $A$ is the aspect ratio of the wing which is constant and depends on wing geometry, $\phi$ is the wing sweep correction factor and which also depends on the wing geometry. Lastly, $K_{pr}$ is the constant factor for a given sharp-nose profile of the wing, as for the single-wedge SSM configuration wing used in this study, the $K_{pr}$ is equal to 0.25 [20].

$$C_{Dw} = C_w A R t_{max}^{-2} [1 + \phi (K_{pr} - 1)]$$  \hspace{1cm} (11)

**2.3.3 Base drag**
The base drag component which is only accounted for wings having a profile with base, such as single-wedge wing. At supersonic speed, the base drag coefficient $C_p$ is known to be related to the average base thickness across the wing $\bar{t}_{base}$. The base drag coefficient can be obtained through graphs produced by [12] as a function to Mach number.

$$C_{Db} = -(C_p)\bar{t}_{base}$$  \hspace{1cm} (12)

For calculations when $Ma < 1$ at subsonic, the drag components consists of pressure drag and skin friction drag only. Hence the total drag component now only consist of parasite drag which is associated with pressure and skin friction component. The parasite drag can be determined by incrementing the flat plate skin friction factor $k$. $S_{wet}$ is the wetted surface area of the wing exposed to fluid flow and $C_f$ skin friction coefficient which can be found through graph by [24] and Eqs. (10). Lastly the $k$ factor is formulated in the equation below from a series of graph at [24] and can be calculated using formula below:

$$C_{D_{Parasite}} = kC_fS_{wet}$$  \hspace{1cm} (13)

$$k = 1 + \sqrt{\frac{2C(\bar{\epsilon}_{max})(cos \Lambda_{LE})^2}{1-Ma^2(cos \Lambda_{LE})}} + \frac{C^2\Lambda_{LE}(\bar{\epsilon}_{max})^2(1+5(cos \Lambda_{LE})^2)}{2(1-Ma^2(cos \Lambda_{LE})^2)}$$  \hspace{1cm} (14)

The coefficient $C$ in the $k$ factor equation can be determined by the conditions where if $M cos \Lambda_{LE} > 1$ then $C = 0$ otherwise $C = 1.1$ [24]. Hence, by combining and relating all the equations and graphs where data are extracted through interpolation which is usually time consuming to be carried out manually were computationally determined. Furthermore, in order to increase the accuracy of the analysis, small time intervals is required which requires the entire process to be looped for more than 3000 intervals. This causes the entire process to be extremely time consuming also results significant cost to be analysed manually. The computer program developed in-house through MATLAB is designed to loop the entire calculation process until certain requirement is met where decision can made along the calculation process depending on results and parameters generated from previous loop. The process also significantly reduces the time for analysis. Various results from the calculation can be plotted easily for visualization and comparison.

2.4 Validation of semi-empirical results

The simulated results of the $C_D$ were compared with experimental wind tunnel data for validation. The model was analysed by researcher J. Ferris for subsonic up to transonic speed (0.6<$Ma$<1.20) and by C. Babb and D. Fuller in the supersonic region (1.5<$Ma$<4.63) of a meteorological missile used for high-altitude research activity [26][27]. The geometrical shape and configuration of the missile used is similar to this study. The $C_D$ was determined by experimenting missile with and without fins which operates at zero angle of attack (AOA). By subtracting the overall $C_D$ of the missile with fins with the $C_D$ of the missile without fins, the contribution of fins alone can be estimated. The design of the wing used is replicated as closely as possible according the provided technical data. The aero-dynamical properties were computed at same Mach number and at sea-level. Given the limitation of the MATLAB computer program especially at the subsonic and supersonic transition Mach number, the resultant plot is
notably different at the peak $C_D$ during transonic. The difference in the shape of the wedged wing which is unable to be simulated using the developed program affects the drag characteristic especially at the transonic region where the simulated results produces the lower peak $C_D$. Overall, the $C_D$ throughout the Mach number behaves similarly with the experimental results with close accuracy even at high Mach number. The travelling Mach number of the missile throughout the flight time is usually in subsonic or supersonic speed. Hence, it can be said that the $C_D$ calculation by the develop program is accurate to be considered. The resultant $C_D$ of the fins alone is plotted and shown in Figure 2.

![Figure 2: Experimental and simulated drag coefficient as a function to Mach number.](image)

3. Results and discussion

The developed computer program is able to numerically determine the trajectory of the body and produce graphical plots through the output for visualization purposes. In order to make sure the program is accurate and reliable for calculation, validation through manual calculations which involves manual interpolation and table lookup is carried out repeatedly throughout the entire flight time. Then comparisons are made with the results generated by the computer program to validate the accuracy of the program.

The inputs which is required to be determined at the initial of the simulation are the wing geometry, initial launching parameters such as controlled flight angle during powered flight and the changing mass of fuel and rocket engine setup. At the end of the simulation, results shown in Figure 3 to 7 are some of the plots regarding the flight performances of the missile produced. The graph showing $C_D$ of the wing against different Mach numbers at different altitude is determined. The resultant velocity profile of the flight and also the resultant trajectory plot of the body serves as the representation of results of the simulation.

3.1 Drag coefficient
The influence of altitude on the $C_D$ was determined to be contributed mainly by the changing of the kinematic viscosity of the atmospheric air with altitude. Figure 3 shows the resultant drag coefficient for the SSM wing simulated at 0 km (Sea level), 25 km, 50 km and 75 km above sea level. The resulting plot shows that $C_D$ is higher at high altitude. The increase in $C_D$ with altitude is mainly caused by the lower Reynold’s number at higher altitude. This is due to the increase in the kinematic viscosity ($\nu$) of the atmospheric air as altitude increases. Kinematic viscosity is the ratio of dynamic viscosity ($\mu$) to the density of the fluid. Although the overall the dynamic viscosity of the atmospheric air increases with altitude, but the rate of density decreases is significantly larger compared to dynamic viscosity. Hence, this causes the kinematic viscosity of the air to increase exponentially with altitude.

![Graph showing drag coefficient at different altitudes](graph.png)

**Figure 2**: Drag coefficient at different altitudes of an SSM wing.

Table 1 shows the percentage difference of $C_D$ due to altitude change. It can be seen that $C_D$ increases by 10.83% at 25 km above sea-level, 45.8% at 50 km whereas at 75 km, $C_D$ increases by 139.24%, which is more than doubled.

<table>
<thead>
<tr>
<th>Altitude (km)</th>
<th>Average $C_D$</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (Sea-level)</td>
<td>0.0219</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>0.0243</td>
<td>+10.83</td>
</tr>
<tr>
<td>50</td>
<td>0.0319</td>
<td>+45.80</td>
</tr>
<tr>
<td>75</td>
<td>0.0524</td>
<td>+139.24</td>
</tr>
</tbody>
</table>

**Table 1**: Difference of Drag Coefficient with altitude.

Figure 4 shows the increase of $C_D$ reacts exponentially with the increase of altitude. This shows that the effect of altitude on $C_D$ seems to be drastic and is relevant to be
considered during trajectory analysis. Although $C_D$ is affected significantly with altitude but the overall contribution to drag force is less compared to the change of air density with altitude which is more significant compared to $C_D$.

3.2 Trajectory plot

Figure 5 shows the result of trajectory simulated with different assumptions of drag. The trajectory when Drag = 0 is analysed where drag caused by air resistance is assumed to be absent, the trajectory is known as the ideal trajectory. The trajectory shows that the body not only travel and land significantly further but furthest compared to the other two analysis when drag is considered. However, the results is known to be unrealistic in real life, but it serves as a visualization to show the significance of drag force in affecting the performance of missile. The other trajectory which shows the body landed the nearest to the launching location is where drag is considered as a constant value which was set at a maximum for both $C_D$ and $\rho$ at 0.0219 and 1.225 kg/m$^3$ which is usually the consideration for simple flight calculations. During flight, the body experiences constant air density set at sea level which is also the maximum in the earth’s atmosphere. Hence, the trajectory resulted to travel the least with the same flight and parameters setup as previous analysis. The third trajectory shows that the body landed between the ideal trajectory and the constant drag trajectory. This trajectory is the main output of this study which is to fully analyse the effect of the changing parameters by altitude on $C_D$ and $\rho$ to the overall trajectory. It is clear that the body is able to travel much further compared to when $C_D$ and $\rho$ is considered as constant. As the body gains altitude with the applied thrust, the drag changes with time and altitude, the higher the altitude the lower the density of atmospheric air. However, previous analysis in Figure 3 shows that as altitude increase, the overall $C_D$ of the wing increases. It may seem strange as the expected drag force at higher altitude is known to be lower hence the favourable high cruising altitude that air craft tends to operate at. It is true that drag as a force is low at higher altitude due to the effect of lower density. When drag is a coefficient $C_D$, it is shown to increase with altitude. This is due to the low Reynold’s Number at higher altitude which indicates that skin friction drag is dominant where more energy is used mostly to overcome the skin friction factor, hence the increase in $C_D$ [28].

![Figure 4: Change of drag coefficient with altitude.](image)
Figure 6 shows a detailed trajectory analysis on different assumptions on $C_D$ and $\rho$. The analysis where $C_D$ and $\rho$ is set as a constant value based on sea-level which is also known to have the maximum air density of 1.225 kg/m$^3$ and $C_D$ of 0.0219 which were determined through the analysis carried out previously at sea-level. Hence, all these flight conditions are set to be simulated for the trajectory with identical rocket and engine setup. This analysis is carried out to show the effect of the different assumption on each $C_D$ and $\rho$ to the trajectory of the body. The resultant trajectory for the different cases are compared with the trajectory where density and $C_D$ changes with altitude. This trajectory is known to be the most realistic analysis of all the flight conditions where in actual flight condition, both $C_D$ and atmosphere where the body operates at changes with altitude.

First, the trajectory where only $C_D$ is simulated to be changing with altitude whereas $\rho$ is set to be constant and at a maximum value of 1.225 kg/m$^3$. The resulted trajectory shows that the landing distance and maximum altitude reached by this setup is to be minimum compared to the other cases. This is caused by the increase of $C_D$ with altitude, as the body reaches higher altitude the $C_D$ increases. With the density of the air set at sea-level condition which is also the maximum, this means that as altitude increases, $C_D$ increases and $\rho$ is predetermined at a maximum value, hence the overall drag force experienced by the body is increase with altitude. This circumstance resulted the body to travel and landed nearest and the with the shortest flight time.

The second trajectory which is analysed with the opposite assumption from the first analysis, where density is modelled to be changing with altitude and $C_D$ is configured to be constant. $C_D$ taken at sea-level condition which is also known to be minimum at any altitude of flight. Hence, we can see that the trajectory is shown to reach maximum altitude and have the greatest range. This assumption is also the assumption which have the nearest result to the trajectory which considers the both factors as a function to
altitude. This results is caused by the larger contributing factor of density compared to $C_D$ on the drag force experienced by the body.

![Figure 4: Trajectory for different density and drag coefficient assumptions.](image)

### 3.3 Velocity profile

An example of flight performance data that can be produced by the MATLAB program is the velocity versus time graph. Figure 7 shows the velocity profile of the body at different part of the flight in detailed. This graph can be used to compare with different flight and launching simulation which allows thorough analysis and visualization on the velocity of the body. Figure 7 below shows the velocity vs. time graph of the trajectory when drag is fully considered as a function of altitude and Mach number. The resultant graph shows that during launch known as the powered flight stage, thrusters from the engine propel the body continuously until the booster runs out of fuel which causes the velocity to peak at around 840 m/s. During the thrusted flight up to 30s, it can be seen there is a slight increase in the acceleration of the body as it approaches higher altitude, this shows the combination effect due to low atmospheric air density and the increase of $C_D$.

At 30s into the flight time, thrust is terminated but the body continues to gain altitude due to its momentum. The velocity of the body decreases as time passes due low travelling velocity hence low drag force. Until the body reaches a velocity of 100 m/s, at this stage of flight the body’s momentum no longer sufficient to gain altitude. This is where gravitational force takes over the trajectory of the body. At this stage, the missile glides back to earth purely by gravitational force and its remaining momentum.

As the body return back to earth, the velocity increases up to a point where the net force exerted on the body is zero, which means the gravitational force is almost equal to the aerodynamic drag force exerted on the body. According to *Newton's Second Law* of motion, when there is no external force exerted on the body, the body will remain stationary in this case at constant velocity. At the near end of the flight, the velocity of the missile starts to stabilize at a constant value, this is also known as the terminal velocity of an object which depends on $C_D$ and atmospheric properties.
4. Conclusions

The effects of atmospheric altitude on the trajectory of the missile are studied and analysed in detailed. The results show altitude not only affects the atmospheric air parameters, but also $C_D$ of the body is determined depending on the geometrical shape, fluid conditions and Mach number. Through the analytical plotting of the trajectory, it can be said that the consideration of the changing $C_D$ with altitude has drastic effect on the trajectory and also the flight performances, hence it is important to fully analyse and include the effects of altitude to determine the accurate drag force experienced by a body. The conclusion that can be made to this study are summarized as:

- The developed program had been able to produce graphs which show realistic flight performance data as planned.
- Results shows that $C_D$ increases with altitude exponentially due to the effect of atmospheric air parameters which change with altitude.
- Trajectory plot which shows the consideration of the density as a function to altitude have greater effect on the overall trajectory compared to $C_D$.
- The consideration of $C_D$ as a function to altitude also show obvious deviation of trajectory path compared to when $C_D$ is consider as constant.

At high altitude, $C_D$ of the wing increase in an exponential rate. As altitude increases, the atmospheric air parameter viscosity and density contributes the most in affecting the drag force throughout the flight. Hence, the combination effect of these factors are important to be considered when analysing for flight performance and trajectory. In order to increase the accuracy of the MATLAB program, a smaller time interval is recommended to be used which may require additional computational time.

The effect of the varying $C_D$ and atmospheric parameters with altitude is clear and thoroughly discussed in Section 4. The results shows the importance to consider drag as a function to altitude, velocity and wing geometry, which is visualized through trajectory analysis. This also shows the importance to prioritize in minimizing drag of a moving body. The reduction of drag results direct and significant improvement to the operational efficiency and performance of the wing.
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Abstract
Polycaprolactone (PCL) is a biodegradable polymer which has been widely fabricated into porous scaffolds in tissue engineering for bone tissue repair or regeneration. However, pure PCL has very poor mechanical strength and bioactive behavior to support the bone tissue regeneration process. Blending the PCL with bioceramics such as forsterite is one of the solutions to enhance the mechanical properties of the biodegradable polymer as bioceramics have good bioactive behavior and mechanical properties. This study investigates the hardness of different synthesis ratio of PCL/forsterite sample in comparison to pure PCL sample which both can be used in bone tissue engineering applications. The PCL/forsterite samples are fabricated with smaller range of forsterite content from 0wt% to 10wt% with 2wt% increment in order to obtain more specific results. DSC test was done to study the melting properties of the sample with different forsterite content. The onset temperature which is also known as melting point has ranged from 58 °C to 62 °C. The sample was then fabricated by using a 10 mm diameter and 10 mm thickness cylindrical mold and the hardness of the samples were measured by using a WP300 Universal Material Tester to find the impression diameter that caused by the load from the tester. The mechanical test results shows that the sample with highest forsterite content which is 10 wt% possessed the highest hardness number which is 5.767 and it is 87% higher than the pure PCL’s hardness. Hence higher forsterite content in the blended material will result in higher hardness.

Keywords: Polycaprolactone, Forsterite, Melting properties, Forsterite content, Hardness.

1. Introduction

The usage of biomaterials in medical field is very common nowadays as it is very safe for human bodies due to its high biocompatibility and biodegradability. It is commonly used by doctor and scientists to study the cell activity in human bodies and even use it in growing, cure and even replace the damaged tissue and organ that is harmful for human body activities. [1] Other than the biocompatibility of biomaterials, mechanical properties of the biomaterial is also an important factor for the performance
of the biomaterial in carrying out different biological tasks such as biomedical implant and devices. For example, the femoral stem of a hip replacement must be able to withstand all the static and cyclic load that caused by human body weight and daily activities without mechanical failure for the lifetime of the implant. [2] Therefore choosing the most suitable mechanical properties of the biomaterials is very important before applying it into its own specific application. There are many ways in determining the mechanical properties of biomaterials which are the stress-strain graph, strain to failure, flex fatigue testing over time, compression test and also hardness test. [3]

Due to the high biocompatibility and potential in manipulating the mechanical properties, biomaterials have been widely used in bone tissue engineering to provide a way to repair or replace damaged bone tissue. [4] In bone tissue engineering, the biomaterials are normally made into 3D scaffold and implanted onto the damaged bone to provide mechanical support in the same time allows new cell to attach on it to form bone tissue. A scaffold is a three dimensional biocompatible structures that able to mimic the mechanical properties and cellular activity to provide a template for cell attachment and bone tissue regeneration. [5] Therefore, a biomaterial with suitable mechanical properties and biocompatibility should be used to fabricate a scaffold to support the cracked bone from different sources of force.

Biodegradable polymer is a type of biomaterial that has been used in tissue engineering technology in the fabrication of scaffold. Polycaprolactone (PCL) is a hydrophobic and slow-degrading polymer that has been widely used due to its potential in wide range of biomedical applications. [6] However, it possesses poor mechanical strength and bioactive behavior that needed for bone tissue regeneration hence limit its use in orthopedics. [7] One of the ways to improve its mechanical properties is to blend it with other biomaterial such as other biopolymers and bioceramic. A few studies have been done regarding the blending of PCL and other biomaterial. The study of blending PCL and Poly Lactic Acids (PLA) has increased its compressive modulus from 18.7MPa to 146.5MPa. [8] The blending method of this material is by using melt blending method. [8] Another study is done by blending PCL with hydroxyaoatite (HA) and has increased its compressive modulus from 0.2MPa to 0.75MPa. [9]

This research has been conducted to study the enhancement in mechanical properties by blending polycaprolactone with forsterite. Forsterite (Mg₂SiO₄) is a bioceramic that provides good bioactivity and good mechanical properties. Previous research also suggests that magnesium (Mg) is one of the important elements that indirectly influence the body mineral metabolism. [4] Hence it is believed that incorporate forsterite with PCL will enhance the biodegradation, bioactivity and mechanical properties of PCL. Previous study on PCL/forsterite shows that the blending of forsterite in PCL has increases the elastic modulus from 3.1 MPa to 6.9 MPa and compressive strength from 0.0024 MPa to 0.3 MPa. [10] This research is done to determine the hardness of the PCL/forsterite material with forsterite content range from 0 wt% to 10 wt%. It is very important to determine the hardness of a material to ensure that the material will survive and perform in its specific applications. However, there is no previous study done on the hardness of PCL blending with other material. By judging from the trend from previous studies, hypothesis has been made that the higher the content of forsterite in PCL/forsterite material, the higher the hardness possessed by the material.
The project objectives are to determine the melting properties of the PCL/forsterite material with forsterite content range from 0 wt% to 10 wt% and to determine the hardness of the PCL/forsterite material with forsterite content range from 0 wt% to 10 wt%.

2. Research Methodology

The materials used in this research are polycaprolactone (PCL) with molecular weight of 10000 g/mol and 60°C melting point and forsterite powder with molecular weight of 140.6931 g/mol. The materials will be processed with different blending ratio with forsterite content from 0 wt% to 10 wt%. The processed materials will be undergoing different stages in this research methodology in order to achieve the research objectives. There are three main stages in this research which are sample preparation, hardness testing and results discussion. The summary of the research methodology is shown in the flowchart in figure 1.

2.1 Sample Preparation

To prepare the sample to be used for hardness testing, the polycaprolactone is blended with desired weight percentage of forsterite. The weight percentage of forsterite is ranged from 0 wt% to 10 wt%. There are 6 different blended PCL/forsterite to be prepared which are forsterite content 0 wt%, 2 wt%, 4 wt%, 6 wt%, 8 wt% and 10 wt%. The molecular weight of polycaprolactone and forsterite are 10000 g/mol and 140.6931 g/mol. By taking 60 g of polycaprolactone for each sample, the weight of the forsterite to be blended can be calculated with refer to Eq. (1) below:
Weight of Forsterite = \( \frac{\text{Desired Percentage of Forsterite} \times 140.6931}{\frac{\text{Desired Percentage of PCL} \times 10000}{60}} \)

(1)

By using Eq. (1), the weight of the forsterite to be blended with 60 g of polycaprolactone is shown in Table 1.

<table>
<thead>
<tr>
<th>Weight Percentage of PCL (wt%)</th>
<th>Weight Percentage of Forsterite (wt%)</th>
<th>Weight of PCL (g)</th>
<th>Weight of Forsterite (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
<td>60</td>
<td>0.0000</td>
</tr>
<tr>
<td>98</td>
<td>2</td>
<td>60</td>
<td>0.0172</td>
</tr>
<tr>
<td>96</td>
<td>4</td>
<td>60</td>
<td>0.0352</td>
</tr>
<tr>
<td>94</td>
<td>6</td>
<td>60</td>
<td>0.0539</td>
</tr>
<tr>
<td>92</td>
<td>8</td>
<td>60</td>
<td>0.0734</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>60</td>
<td>0.0938</td>
</tr>
</tbody>
</table>

The materials are then blended together by using melt blending method by melting the polycaprolactone with hotplate in 80 °C and slowly adding the forsterite into the molten polycaprolactone for mixing purposes. The molten is then stirred and placed into a petri dish once it is blended homogenously. It is then let cooled until it becomes a wax form.

Forsterite has a melting point of 1890°C which is much higher than melting point of PCL which is 60°C. [11] Hence it is necessary to determine the effect on melting properties by blending 2 to 10 wt% of forsterite into PCL. DSC test will be able to provide quantitative and qualitative data on endothermic and exothermic processes of material that caused by phase changes, melting, glass transition and other heat related changes. [12] The DSC test will provide a DSC curve to show the information on the melting properties of the materials and the onset melting point where the materials start to melt. The amount of material needed for DSC test will be ranged from 5 mg to 10 mg per sample. The test is done by using a DSC machine and the setting of the test is as shown in Table 2.

<table>
<thead>
<tr>
<th>Item</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Properties</td>
<td>Thermoplastic</td>
</tr>
<tr>
<td>Scan Temperature Range (°C)</td>
<td>25 – 180</td>
</tr>
<tr>
<td>Expected Melting Point (°C)</td>
<td>150</td>
</tr>
<tr>
<td>Scan Rate (°C/min)</td>
<td>5</td>
</tr>
<tr>
<td>Decomposition Temperature (°C)</td>
<td>200</td>
</tr>
</tbody>
</table>

The blended materials are ready to be processed into sample for hardness testing once the DSC test and analysis on the melting properties is done. The blended materials are melted using hotplate and the molten is then poured into a cylindrical mold and let cooled to form the testing sample which is in a wax form. Sample with dimension of 10 mm diameter and 10 mm thickness is made. Each sample can be conducted with hardness test for 2 to 3 times. Hence 3 copies for each blending ratio are needed. In total there are 18 copies of samples produced for the hardness test.
Morphology study of the blended materials was done by using Environmental Scanning Electron Microscope (ESEM) at a voltage of 20 kV and current of 60 – 90 mA. The fully hydrated samples can be imaged without deterioration for extended period, coating or other preparation. The distribution of forsterite on the sample is observed and the homogeneity of the blended material is studied.

2.2 Brinell Hardness Test

The molded samples are then tested for hardness by using Brinell Hardness Testing Method. Equipment used in this testing is WP300 Universal Tester. For Brinell Hardness Test, the load applied to the samples is done by a ball made of hardened steel. The load factor, x is referring to Table 3 provided by the WP300 Universal Material Tester manual book. According to Table 3, load factor of 0.5 is selected for the blended materials. However, the blended materials are unable to withstand the load that recommended by the manual which is 490 N. Hence, crack test is needed to determine the maximum load of the sample before it cracks. The outcome of the test will be the diameter of the impression caused by the steel ball.

<table>
<thead>
<tr>
<th>Load Factor, X</th>
<th>30</th>
<th>10</th>
<th>5</th>
<th>2.5</th>
<th>1.25</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurable Hardness range HB</td>
<td>67 … 400</td>
<td>22 … 315</td>
<td>11 … 158</td>
<td>6 … 78</td>
<td>3 … 39</td>
<td>1 … 15</td>
</tr>
<tr>
<td>Material</td>
<td>Iron Materials</td>
<td>Light Metals</td>
<td>Pure aluminum</td>
<td>Bearing metals</td>
<td>Lead, Tin, Soft solder</td>
<td>Soft metal at high temperature</td>
</tr>
<tr>
<td>Test Force (N)</td>
<td>29420</td>
<td>9800</td>
<td>4900</td>
<td>2450</td>
<td>1225</td>
<td>490</td>
</tr>
</tbody>
</table>

2.2.1 Crack Test

As there are not much hardness test was done previously on polycaprolactone, the crack test was conducted in order to find the maximum load that can be applied to the sample. One of the samples will be used for this test to find the maximum load that can be applied to the surface of the sample before it cracks inside. In order to complete
this test, load from the steel ball is applied slowly to the sample and observed until the sample is cracked inside. The maximum load is then recorded for the penetration test. For the polycaprolactone/forsterite sample, the maximum load that can be applied is approaching 300 N. Hence a force of 250 N will be used for the penetration test.

### 2.2.2 Penetration Test

Penetration test was conducted to find the hardness of the materials. For penetration test, load was applied to the samples slowly until it reaches 250 N. The load was applied on the sample for 60 seconds. After that, the diameter of the impression done by the steel ball which has a diameter of 10mm, D is observed. The diameter of the impression, d can be calculated by referring to Eq. (2). The test is repeated 4 times in order to get average result on the diameter of the impression. By using the diameter of the impression, the Brinell hardness of the material can be determined by referring to Eq. (3).

\[
d = \frac{d_1 + d_2}{2} \tag{2}
\]

\[
HB = \frac{0.102 \times F}{0.5 \pi D (D - \sqrt{D^2 - d^2})} \tag{3}
\]

### 3. Results & Discussion

The DSC test was conducted to determine and compare the melting properties of the blended materials with different forsterite content and the hardness of the blended
materials are to be determined by using the Brinell Hardness Test. The results from both of the tests are recorded and calculated to be plotted into graphs.

3.1 DSC Test

After melt blending the polycaprolactone and forsterite together, it is necessary to conduct DSC test on the blended materials before fabricate it into the sample for mechanical test. From the DSC test, a DSC curve is produced to measure the enthalpy changes for phase transition of the blended materials without changes in mass. From the DSC curves, the melting properties of the blended materials can be determined which are the onset point and the peak point. The onset point indicates when the blended material starts to melt and the peak point is where the biggest crystal of the blended material melts completely. Both of these temperatures are extracted from the curves and recorded in Table 4.

The onset temperature and peak temperature of the blended materials are determined and recorded in Table 4. The lowest onset temperature occurred at 10 wt% of forsterite content where the highest occurred at 2 wt% forsterite content. The lowest peak temperature where the biggest crystal in the sample melted occurred at 10 wt% of forsterite content and the highest peak temperature occurred at 2 wt%. However, this can be explained as the samples are tested with different sample mass as 2 wt% of forsterite content sample has higher sample mass. By having a higher sample mass, more energy will be needed to melt the sample completely. Hence the onset and peak temperature for 2 wt% of forsterite content is higher. Comparing to the melting point of the pure polycaprolactone provided by the supplier which is 60 °C, the results obtained from DSC test shows that the range of onset temperature from 58 °C to 62 °C and the peak temperature from 61 °C to 66 °C has very minor difference from the melting point provided by the supplier. Hence by blending very small amount of forsterite into polycaprolactone only affect the melting properties of the materials gradually. By using the results obtained, the minimum limit of the temperature needed in fabricating the samples for hardness test can be determined.

<table>
<thead>
<tr>
<th>Forsterite Content (wt%)</th>
<th>Sample Mass (mg)</th>
<th>Onset Temperature (°C)</th>
<th>Peak Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.4</td>
<td>60.59</td>
<td>62.38</td>
</tr>
<tr>
<td>2</td>
<td>9.8</td>
<td>61.30</td>
<td>66.02</td>
</tr>
<tr>
<td>4</td>
<td>7.9</td>
<td>60.73</td>
<td>63.71</td>
</tr>
<tr>
<td>6</td>
<td>6.7</td>
<td>59.80</td>
<td>61.87</td>
</tr>
<tr>
<td>8</td>
<td>5.7</td>
<td>59.93</td>
<td>62.05</td>
</tr>
<tr>
<td>10</td>
<td>6.1</td>
<td>58.47</td>
<td>61.26</td>
</tr>
</tbody>
</table>

3.2. Morphology Study

The morphology study of the PCL/ forsterite samples is conducted by using SEM. The SEM images shown in figure 4 shows the distinct differences between each sample and it is represented by the distribution of forsterite in the samples which can be seen as white particle on the dark background. From figure 4, it can be observed that as the forsterite content increases, the amount of white particles (forsterite) on the PCL surface increases as well. The difference is more obvious by comparing samples with
forsterite content 2 wt% and 10 wt%. Other than that, the distribution of forsterite is even on the surface instead of accumulating in a big pile at a corner. Hence, it is proved that the samples possessed good homogeneity during the blending process.

Figure 4. SEM images of the PCL/forsterite samples with different forsterite content. (a) 0 wt%, (b) 2 wt%, (c) 4 wt%, (d) 6 wt%, (e) 8 wt%, (f) 10 wt%

3.3. Brinell Hardness Test

The Brinell Hardness Test was conducted to determine the hardness of the blended materials. From the experiment, the impression diameter caused by the load
from the steel ball on the sample is measured. The test for each sample is conducted for 5 times and the average impression diameter is calculated. The hardness of the materials is calculated by using Eq. (3). The results are shown in Table 5 and plotted into graph in figure 5.

Figure 5 shows the results obtained from the Brinell Hardness Test. According to the equation from Brinell which is Eq. (3), lower impression diameter will results in higher hardness number. From the experiment, pure PCL has an average impression diameter of 3.2 mm and hardness number of 3.087. Compared to the pure PCL, the blended material which contained forsterite and PCL has higher hardness as the hardness number is increasing according to the graph shown in figure 5. The highest hardness number is possessed by the PCL/forsterite material with forsterite content of 10 wt% which is 5.767. By blending 10 wt% of forsterite into PCL has increases the hardness of the pure PCL by about 87%.

Table 5. Impression Diameter and Hardness of Polycaprolactone/ Forsterite Sample

<table>
<thead>
<tr>
<th>Forsterite Content (wt%)</th>
<th>Impression Diameter, d (mm)</th>
<th>Brinell Hardness Number (BHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>d_1</td>
<td>d_2</td>
</tr>
<tr>
<td>0</td>
<td>3.26</td>
<td>3.18</td>
</tr>
<tr>
<td>2</td>
<td>3.14</td>
<td>3.06</td>
</tr>
<tr>
<td>4</td>
<td>3.00</td>
<td>2.86</td>
</tr>
<tr>
<td>6</td>
<td>2.74</td>
<td>2.66</td>
</tr>
<tr>
<td>8</td>
<td>2.42</td>
<td>2.50</td>
</tr>
<tr>
<td>10</td>
<td>2.26</td>
<td>2.40</td>
</tr>
</tbody>
</table>

Figure 5. Graph of Hardness Number against Forsterite Content

4. Conclusions

In conclusion, the samples of PCL/forsterite biomaterial with forsterite content ranged from 0 wt% to 10 wt% has been successfully produced to be utilized for hardness test. The DSC results show that the onset temperature which is also known as melting point for the blended material is still within the 60 °C range comparing to the melting point of pure PCL which is 60 °C. Hence by blending small amount of forsterite...
into PCL doesn’t affect the melting properties much comparing to the pure PCL. The Brinell Hardness Test shows that the hardness is increasing following the increment of forsterite content and the highest hardness number of the PCL/forsterite samples is possessed by the samples with highest forsterite content, 10 wt%. Hence, the higher the forsterite content, the higher the hardness number of the blended material.

For future works of this research, the forsterite content can be manipulated to study the effect of higher forsterite content in the blended materials on the mechanical properties. Besides that, other mechanical test can be conducted to find the other mechanical properties of the PCL/forsterite material such as tensile test and compression test to find the maximum tensile and compressive stress of the material. However, proper equipment and more material will be needed to be fabricated into the specimens that needed in these mechanical test. Lastly, the materials can also be used in its application which it can be fabricated into scaffold to check its flexibility to be shaped and also all the required parameters that needed in the fabrication.
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Abstract

Nanosatellites are getting more developed recently. They are low cost, small in size and proven to be capable of carrying space missions. Many efforts have been spent to improve each function of nanosatellites. One of the functions is the micropropulsion system, in which microthruster is the main component. It is important for the performance of microthrusters to be evaluated before implementation. This is where the development of thrust stands become significant. Thrust stands are scientific instruments used to evaluate the performance of microthrusters based on the analysis of thrust measurements. In this project, a torsional thrust stand is to be developed. It is aimed that this thrust stand to achieve a measuring resolution at range between 30 to 50 micronewton. The components of thrust stand are mainly the structures, displacement sensor, damper, calibration system and external vibration cancelling. Critical areas studied in this project involve testing the new method of using voice coils at different diameter as the electromagnetic calibrator, as well as eliminating external vibrations. Based on the results in the end, the 51.5 mm coil is found to be suitable for the calibrator because it is able to calibrate the thrust stand to achieve resolution at approximately 40 micronewton. It also has reasonable engagement distance at 5mm for consistent and repeatable readings. Percentage error at 14.86 % can be improved by using a better sensor. The passive vibration cancelling method applied is also proved to be effective as the ambient noise is only about 2 micrometer.

Keywords: Micronewton, Thrust stand, Microthruster, Nanosatellite, Electromagnetic.
1. Introduction

Nanosatellites (1 to 10 kg) is one of the internationally most participated development in the past decade, particularly the CubeSat. It was proven that this type of low cost, small-sized system can be useful in some areas of space studies [1]. One of the major components of nanosatellites is the microthrusters which is part of the propulsion system responsible of movement around outer space. The development of microthrusters is crucial as it is the key element in providing thrust. To support this development, engineering instruments are required to test and evaluate microthrusters. This is where the significance of thrust stand comes in. A schematic of the state-of-the-art torsional thrust stand is shown in Fig. 1.

![State-of-the-art torsional thrust stand](image)

Figure 1. State-of-the-art torsional thrust stand [2].

In this project, a torsional thrust stand is to be developed. Torsional thrust stand is one of the configuration under pendulum type thrust stand. It is essentially a spring-mass-damper system. Its fundamental working principles are well defined in [3, 4]. Other configurations and their respective advantages and disadvantages are summarised in [4] as well.

There are many aspects to be covered in developing a torsional thrust stand. One of the major aspects is the displacement sensor. In some of the past studies, linear variable differential transformer (LVDT) can be considered as a type of sensor that is used quite often [5]. Besides, in the development by [3, 6], laser displacement sensors are used.

Another major component is the calibrator used to calibrate the thrust stand. Generally, calibrator can be categorised into non-contact and contact [3]. Non-contact calibrators include electrostatic fin or comb [7], gas dynamic [8] and electromagnetic [9]. On the other hand, contact calibrators include using a pulley-weight system [10], and an impact hammer or pendulum [5].

Other aspects such as the damping mechanism applied includes magnetic damping [11], and oil damping [12]. Next, external vibrations that could cause inaccuracy to the thrust stand have to be eliminated properly. In their studies, [6] installed an optical bench underneath the thrust stand for active vibration cancelling. There are also passive vibration cancelling methods with lower cost.
This project aims to design, fabricate, setup and calibrate a torsional thrust stand capable of achieving a measuring resolution in the range of 30 to 50 micronewton with appropriate external vibration cancelling. To achieve the objective, different and unique components or methods would be implemented, particularly in the area of calibrator and external vibrations elimination. In addition, it is also hoped that the studies carried out in this project could help to further reduce the cost of thrust stand development.

2. Research Methodology

2.1 Thrust Stand and Its Main Components

2.1.1 Design and Structure of Thrust Stand

This project started with the research and background study of the past developments on thrust stands. Once the aspects are covered and understood, the project then enters the design stage where the structural parts are produced in SolidWorks and suitable components are identified. For the structure of the thrust stand, as it is torsional type, a few design features are to be incorporated. One of them is to allow the platform where the microthruster is placed to oscillate about an axis (hence torsional type). Apart from that, clamps that hold the pivot bearing are also to be designed for this thrust stand. Other features include structural supports as well as mountings or connections for all the parts. Next, the thrust stand is manufactured by Infinite Tooling Sdn. Bhd. All of the parts are made of aluminium plates or sections, and assembled using fasteners.

![Torsional thrust stand in SolidWorks (left) and assembled (right).](image)

2.1.2 Pivot Bearing

In order to enable the platform to oscillate, a pivot bearing is mounted using clamps at the middle of the platform. The pivot bearing acts as a torsional spring providing the restoring force to the platform. For this project, pivot bearing model G-20 manufactured by C-Flex is used. It is single ended type and its load capacity is between 63.5 kg to 90.7 kg with a spring rate of 20.7 N/m, suitable for the development of the thrust stand. Its diameter is 1.27 cm and length is 2 cm. Fig. 3 below shows the G-20 pivot bearing that is used.
2.1.3 Displacement Sensor

In the application of torsional thrust stand, a displacement sensor is required to measure the deflection of the platform when forces are exerted to it by the microthruster. Obtaining the deflection data is essential since it is directly related to resolving the forces involved. Therefore selecting the right displacement sensor is important for the thrust stand. High resolution and sampling rate are some of the key specifications among others. In this project, a type of laser displacement sensor made by Micro-Epsilon (optoNCDT series, ILD 1401) as shown in Fig. 4 is used. Laser sensors make use of the principle of optical triangulation to measure displacement of a target object. Besides, they are categorised as non-contact sensors which is ideal for the application. Key specifications of this particular ILD 1401 include resolution of 1 μm, sampling rate at 1 kHz and measuring range at 10 mm.

2.1.4 Damping Mechanism

A damper is required for damping the oscillation of the platform when the force is applied. The concerned measurement is the deflection due to the force. By damping the oscillation, it is faster to achieve steady deflection. Typically, the damper is installed at the platform’s end opposite to the end at which forces are exerted. Throughout the development of this project, the magnetic damping method is used. A strong magnet is fixed near under the platform made of aluminium. Such arrangement forms an eddy current brake. This method is suitable for this project as it is a small force application and non-contact which is ideal for accurate data measurement. Furthermore, it is a simple mechanism to be setup.
2.2 Electromagnetic Calibration System

The development of the thrust stand is considered incomplete until it is calibrated for actual thrust measurement to be carried out. Calibration establishes the relationship between the deflection of platform and the force produced by microthruster. This process is done by installing a calibrator onto the thrust stand. In general, the calibrator would provide an accurately known force or impulse to be applied to the platform. Then, the displacement of the platform due to the applied forces is monitored using the laser sensor and analysed.

For this project, a type of electromagnetic calibrator is implemented. The aforementioned known force is produced electromagnetically using voice coils and permanent magnet as the plunger. Voice coils are basically solenoids with wire windings around a bobbin of certain diameters. A magnetic field would be generated when electric current passes through the coil. Depending on the amount of current $I$ supplied, the magnetic field strength $B$ could be manipulated. The relationship between the field strength and the current supplied follows the Ampere’s Law, as shown in Eq. (1) below. As for the permanent magnet plunger, a small ferrite magnet in disk shape with weak magnetic field strength is used.

$$B = \mu NI$$  \hspace{1cm} (1)

Both the voice coil and the plunger are configured in such a way that when current is passed through the coil, the generated magnetic field would repel the permanent magnet. This repulsive force is then measured. By supplying different amount of current, the repulsive force would be different as well based on how strong or weak the generated magnetic field is pushing away the permanent magnet plunger.
Challenge occurs when a very small force, at micronewton level, needs to be generated. To achieve this, experiments on voice coils of different diameters were carried out. While the size of the permanent magnet is fixed, different coil diameters give change in the gap between the permanent magnet and the voice coil. Then, the effects of the change in the gap size on the force measurement could be determined.

![Top view of a voice coil and magnet system](image)

**Figure 7.** Gap defined as the difference between the radius of the voice coil and that of the magnet.

On the other hand, the experiments also helped to determine the engagement distance range between the voice coil and the magnet. This procedure is crucial because the calibrator needs to be able to generate consistent and repeatable known forces within a reasonable range of engagement distance.

### 2.2.1 Experimental Setup

![Experimental setup for measuring force](image)

**Figure 8.** Experimental setup for measuring force.

Fig. 8 above shows the experimental setup for measuring the repulsive force. Here, a weighing balance with a resolution of 0.1 mg is used as the load cell to obtain the force value (1 mg = 10 μN). The permanent magnet is first levelled and fixed to a certain height using a cup, and then placed on the weighing balance. The levelling is to ensure that the magnetic property of the permanent magnet does not influence the internals of the weighing balance hence its measurement reading. Then, the voice coil is fixed and connected to a three axis mechanical stage. The mechanical stage functions as a more accurate method to bring the voice coil to the desired position. It has three knobs for adjusting the position with 0.01 mm accuracy. Next, the coil is connected to a power supply to provide current flow. This is done by adjusting the voltage from the
power supply. When connecting the coil to the power supply, it is made sure that the polarity of the coil is configured such that the generated field repels the permanent magnet. From here, the readings on the weighing balance corresponding to the voltage level adjusted can be recorded. The voltage levels range from 0.3 V to 4.8 V with 0.3 V increment. The readings obtained are in milligram unit, so conversion to force in Newton is done by multiplying the gravitational acceleration (9.81 m/s²). This experiment is repeated using voice coil diameters of 25.5 mm, 35.5 mm, 51.5 mm and 75 mm. From the results, a graph of force against voltage can be produced.

For the engagement distance test, the setup is similar as above. The first point is set to 0 mm, where the end of the coil is at the same level as the magnet. The 0 mm distance is also used throughout the force-voltage experiments described above. Then, the distance increases (voice coil moving away from the magnet) up to 12 mm with 2 mm increment. This is done by turning the knob on the mechanical stage. For each of the voice coil diameter used, this engagement distance test is repeated at three voltage levels; 0.3 V for low-end, 2.4 V for mid-end and 4.8 V for high-end. As such, the force readings corresponding to the engagement distance at three distinct voltage levels can be obtained for each of the voice coil used. Last but not least, a graph of force against distance with three voltage levels can be plotted.

2.2.2 Implementation onto Thrust Stand

After obtaining the results from the experiments above, the electromagnetic calibrator can then be installed for calibration. The permanent magnet is fixed to one end of the platform; whereas the voice coil is mounted to the mechanical stage and wired to the power supply in similar way. They are then positioned as shown in Fig. 9 below. Switch on the power supply and the known calibration force is applied at said end. Then, the displacement caused can be recorded by the displacement sensor at the other end. By supplying different voltage levels, the corresponding displacements can be obtained and eventually a displacement-force calibration curve can be plotted.

![Figure 9. Application of the electromagnetic calibrator on the thrust stand.](image)

2.3 Eliminating External Vibration

Vibrations on the oscillating platform caused by external means would affect the accuracy of the displacement data obtained. Unwanted external vibrations come from the surroundings such as air movement and the transfer of vibrational energy from the base of the thrust stand. The effects of these external vibrations become even more
significant when it comes to measurements in the micrometer range. Therefore it is crucial to isolate the thrust stand from the surroundings so that the external vibrations could be eliminated or minimised for accurate data acquisition.

2.3.1 Anti-Vibration Stud Mounts

In this project, a passive method of external vibration cancelling is used. This method consists of installing several stud mounts underneath the base plate of the thrust stand. Made of natural rubber, these stud mounts, as shown in Fig. 10 (a) have anti-vibrational properties that essentially isolate the system from vibrations around the base. Besides, they also act as excellence support and levelling foot for the thrust stand.

2.3.2 Casing

Apart from that, a casing as shown in Fig. 10 (b) is also used to enclose the entire structure to minimise the surrounding air movement. The casing is made using acrylic sheets with features such as handles for easy removal, hinged side panels for easy access to the thrust stand components, and small openings for wiring.

Figure 10 (a) & (b). Stud mounts (left) and casing (right).

3. Results and Discussion

3.1 Electromagnetic Force Measurement

Electromagnetic force generated by different sizes of voice coils at various voltage levels are measured. The data obtained is presented in a graph as shown in Fig. 11 below. It is found that the relationship between force generated and voltage supplied is linear for all four cases as indicated by the R-squared values which are close to 1. This proves that voice coils are suitable to be applied because the forces they generate are predictable for any voltage supplied.
Figure 11. Electromagnetic force generated by voice coils of different diameter at various voltages. Each force measurement is repeated three times. Error bar is 5%.

The effect of change in gap size is also determined. Results show that as the coil diameter increases, the corresponding force becomes weaker. This may be due to lesser magnetic flux interaction between the voice coil and the magnet plunger as the gap increases.

Further comparison on the minimum forces produced by each voice coil is done in order to select one that is able to provide calibration force for the thrust stand to achieve the desired measuring resolution. Table 1 summarises the minimum force generated by each voice coil diameter.

Table 1: Minimum force value produced by each voice coil diameter.

<table>
<thead>
<tr>
<th>Diameter (mm)</th>
<th>Minimum Force (μN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.5</td>
<td>186.0</td>
</tr>
<tr>
<td>35.5</td>
<td>102.3</td>
</tr>
<tr>
<td>51.5</td>
<td>41.2</td>
</tr>
<tr>
<td>75</td>
<td>20.9</td>
</tr>
</tbody>
</table>

Based on the table, 51.5 mm coil is to be considered for the selection since its minimum force value is within the range set in project objective. The 75 mm coil, albeit able to achieve even smaller calibration force than required, its size is too big and could cause difficulty during installation.
Next, Fig. 12 to 15 shows the force generated by each voice coil corresponding to various engagement distance at three voltage levels. From the graphs, it can be observed that the forces become gradually weaker regardless of the voltage level. Such trend is expected because the repulsive force due to the magnetic interaction should be lesser as the components are pulled further apart. The 75 mm coil is the only exception whereby the forces become stronger. Further investigation will be needed.

It is also shown that for most cases, the force generated becomes inconsistent and unrepeatable at approximately 4 mm and beyond. Beyond 4 mm, the forces deviate too much from the initial value. Based on this result, it is ensured that the components are engaged within 4 mm when setting up the calibrator to the thrust stand so that the calibration force is precise.

Figure 12. Electromagnetic force generated by 25.5 mm voice coil corresponding to various engagement distances at three voltages. Each force measurement is repeated three times. Error bar is 5 %.

Figure 13. Electromagnetic force generated by 35.5 mm voice coil corresponding to various engagement distances at three voltages. Each force measurement is repeated three times. Error bar is 5 %.
Based on all the results above, the 51.5 mm coil is chosen. It shows the least inconsistency in force generated up to about 5 mm of engagement distance compared to others. More importantly, it is capable of generating forces at the required range. Upon application onto the thrust stand, the engagement distance of the calibrator is set to 3 mm.

### 3.2 Calibration for Constant Force Measurement

After installing the calibrator to the thrust stand, calibration process is then carried out by applying the electromagnetic calibration force to the platform. The
response is then captured by the displacement sensor. Various voltage levels (hence forces) are applied to obtain the corresponding response.

Fig. 16 below shows an example of thrust stand response to a constant calibration force generated at 2 V. As shown, the platform first oscillates sinusoidally when the calibration force is applied. The oscillation is then dampen due to the eddy current brake damper installed. Then, the steady deflection at 41 µm is obtained as indicated by the pointing arrow. Once the calibration force is withdrawn, a similar oscillation occurs. It can be observed that the steady position returns to zero, indicating that there is no drifting of the platform. It should be noted that the illustration below is only one sampling cycle. In actual, three repeated cycles were done to ensure its consistency in the deflection and also to obtain a mean deflection value.

![Figure 16. Thrust stand response to constant calibration force generated by 51.5 mm voice coil with 2 V supplied. Pointing arrow shows the steady deflection.](image)

In this particular sample, some deflections of not more than 2 µm are observed at the beginning even though no force was applied. It may be caused by the ambient noise like air movements. While the casing was able to isolate the thrust stand from surrounding air movement for the most parts, such deflections indicates that the casing can be improved. On the other hand, the use of the rubber foot mounts were also proved to be effective in isolating vibrations near the base plate. This is indicated by the flatness of the graph line during steady conditions at about 14 to 16 seconds and 26 to 30 seconds.

A calibration curve is then plotted using the deflection data collected at various voltages (forces) applied. With this curve, the force produced by a microthruster can be made known based on the displacement that it causes to the platform beam as it fires.
Using the 51.5 mm coil as the electromagnetic calibrator, calibration force at two orders of magnitude that ranges from 41.2 μN to 577.0 μN was generated.

3.3 Error Analysis

Errors in measurement may come from many aspects. By applying 2 V to the calibrator, the calibration force generated is 251 μN.

Sensitivity of the thrust stand is given by:

\[
\text{sensitivity} = \frac{251 \text{ μN}}{41 \text{ μm}} = 6.12 \text{ μN/μm}
\]

Since the smallest calibration force produced by the calibrator is 41.2 μN, the smallest linear displacement is expected as:

\[
\text{min. linear displacement} = \frac{41.2}{6.12} = 6.73 \text{ μm}
\]

As the linear displacement sensor has a resolution of 1 μm, it gives the uncertainty error as:

\[
\text{uncertainty error} = \frac{1}{6.73} \times 100 \% = 14.86 \%
\]

This level of accuracy is acceptable for force measurement in the level of micronewton given the resources. It should be noted that the uncertainty error is a
function of linear displacement measured. If the displacement is larger (larger calibration force), the error will reduce accordingly.

The ambient noise that causes about 2 μm of deflection in the sample response shown could also contribute to errors in the measurements. It may occur throughout the oscillation. The errors could be reduced if a sensor with higher resolution is used. In addition, it would be better to use a sensor with higher sampling rate as well. Errors may also stem from the limitations of other equipment used like the weighing balance. Overall, improvements can be done to reduce errors provided if the budget allowed.

4. Conclusion

In conclusion, the objectives of this project are met. The torsional thrust stand is fully built and calibrated. An alternative method of using voice coils as electromagnetic calibrator is developed in this project. The thrust stand is able to be calibrated to a resolution of approximately 40 μN. The uncertainty error of 14.86 % is considered acceptable, though it can be improved by using equipment of higher caliber. Ambient noises are only at about 2 μm with very little fluctuations occurring. This proved that the passive vibration cancelling method used in this study is effective.
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Abstract
This paper is about the behaviour of unsteady turbulent flow through an orifice at low aspect ratio. The type of orifice used is square-edged concentric orifice plate, because this type of orifice plate is most common used. The diameter of the flow is set to 2 inch, total length of the pipe is 10 inch, orifice thickness is set to 0.2 inch according to the ISO 5167. The distance of the orifice is 2 inch away from the inlet so that can observe the turbulent occur in the downstream. The range of aspect ratio is 0.1, 0.12, 0.14, 0.16, 0.18 and 0.2, while the Reynolds number is 5000, 10000, 15000, 20000, 25000, and 3000, which means the velocity inlet will be changing as well. $K-\varepsilon$ model will be used for the simulation as it is simplest complete turbulent model.

Keywords: Low aspect ratio. Turbulent. CFD. Reynolds Number. $K-\varepsilon$ model.

1. Introduction
Flow measurement is essential in this modern world while most of all the companies need fluids to manufacture their product or mixing a chemical in a very small quantity. In some operations, the ability of conducting accurate flow measurements is so important that it can make difference between profits or taking loss for the company. Moreover, inaccurate flow measurement can lead to serious damage to the product. Thus, precise measurement is important.

There are three type of flow in fluid mechanics, which is laminar flow, transitional flow, and turbulent flow. First, laminar flow is type of flow that run smoothly down the stream. Turbulent is which the flow is characterized by chaotic property changes with low momentum diffusion, high convection of momentum and rapid change of pressure, while transitional flow is the mix of laminar and turbulent flow. In term of Reynolds numbers, laminar flow has the range of 2400 and below, transitional flow has the range of 2400 to 6000, and turbulent flow has the range of 6000 and above [1]. The reason why turbulent is paid more attention to other two flow motion is because as mentioned above, turbulence has developed chaotic property which is hard to predict the flow of particle compared to laminar flow. Besides, most of the flow that happen in every corner in the Earth is turbulent flow, for example, water
from hose, flow past a curved wall, air particle pass through the airfoil, volcano eruption, and so on [2]. Therefore, to understand the power of nature better, the knowledge of turbulent cannot be neglected, in fact should be strengthen.

Since this project is about flow measurement, it is worth mention that there are three type of measuring apparatus for fluid flow measurement, Venturi, Nozzle and Orifice. The entrance of venturi is a converging cone with $15^\circ$ to $20^\circ$ angle. It converges down to the throat, which is the point of minimum cross-sectional area, minimum pressure in meter and maximum velocity. A flow nozzle meter is usually consist of a short nozzle, held in place between two pipe flanges. It is simpler and less expensive than venturi. The orifice meter is the simplest among all. It is a thin circular plate with holes and installed between two pipe as well [3].

<table>
<thead>
<tr>
<th>Type of Flow Measurement</th>
<th>Head Loss</th>
<th>Discharge Coefficient</th>
<th>Installation</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Venturi</td>
<td>Lowest</td>
<td>Highest</td>
<td>Hard</td>
<td>High</td>
</tr>
<tr>
<td>Nozzle</td>
<td>Low</td>
<td>Low</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Orifice</td>
<td>Highest</td>
<td>Lowest</td>
<td>Easy</td>
<td>Low</td>
</tr>
</tbody>
</table>

When a certain volume of liquid is flowing down the pipe, it requires some amount of energy. Energy difference or pressure difference is a must in order for the flow to move. Some of the energy is lost due to resistance, and it is call as head loss [4]. Discharge coefficient is the ratio of actual mass flow rate to the ideal mass flow rate. For better flow measuring system, head loss and discharge coefficient has a great impact on the result. Lowest head loss mean that the outlet is similar pressure compared to the inlet, while high discharge coefficient shows that the flow measuring system is close to the ideal method of flow. Based from head loss and discharge coefficient, venturi is no doubt the best measuring system. Comparing venturi and orifice, orifice meter has a large permanent loss of pressure due to the presence of eddies on the downstream side of the plate, venturi meter greatly reduces the pressure loss with the benefits of its geometry. On the other hand, venturi meter takes time to install as venturi is big and hard to manufacture. Therefore, venturi is often use when the flow need to recover its energy and the flow is in high pressure. Due to its material and time to build one venturi meter, these resulting the cost of venturi meter to be expensive [5]. In term of flexibility, orifice can easily be changed to accommodate widely different flow rates, whereas throat diameter of venturi is fixed, so its application is limited. Thus, all these factors make orifice the better choice for flow measurement as it is cheap, easy to install, great flexibility [3].
After mentioning different type of flow meter, orifice also can be categorized into three main groups which is concentric, eccentric and segmented. Concentric orifice plate is orifice with a full hole in its centre and is used when the application involved ideal liquid, gases and steam service. Eccentric orifice plate has a full circle that place at the bore offset from the centre point. Due to this hole position, it can minimize problems when dealing with solid containing materials. Besides, this design also able to prevents upstream damming. Therefore, it is best to use eccentric orifice plate for solid containing fluid, oil containing water and wet steam. Lastly, segmented orifice plate has hole in form of segment of a circle and it is placed concentric to the circle. Segmented orifice plate eliminate damming of foreign materials on the upstream of the pipe. The segmental section can be place either top or bottom depending on the type of fluid [6]. Basically, segmented orifice plate is used widely when measuring colloidal and slurry flow [7].
Besides categorize as concentric, eccentric and segmented, orifice plate also has different edge. Most commonly used for flow measurement is square edged orifice plate. This type of orifice is the simplest to manufacture compared to other type of edge. This structure is simple, high accuracy and easy to be replace and install. Square edge orifice can be used regardless of flow direction due to both side of the orifice face is the same. This type of orifice is recommended for clean water, gases and steam flow with the range of Reynolds Number between 10000 to $10^7$. Quadrant edge orifice plate is which the inlet edge is rounded to a quarter circle. This type of orifice is used for viscous fluids and Reynolds number with the range of 2000 to 10000. Conical entrance of orifice is another popular product. This conical entrance orifice plate are used for laminar flow, with the Reynolds Number between 80 to 2000. This orifice has predictable discharge coefficient due to the speed of fluid flow [8].

When dealing with flow measurement, Bernoulli Equation is referred as the formula to calculate the flow of fluid in the pipe. Assuming a horizontal flow, the Bernoulli’s Equation can be written as:

$$\frac{p}{\rho g} + \frac{v^2}{2g} + h = \text{constant}$$  \hspace{1cm} \text{Eq (1)}$$

Where \( p \) is the static pressure, \( v \) is the average velocity, \( h \) is hydraulics height. The continuity equation can be expressed as:

$$\rho v A = Q = \text{constant}$$  \hspace{1cm} \text{Eq. (2)}$$
Where $\rho$ is density, $v$ is average velocity, and $A$ is area.

In addition to these two basic equations, the coefficient of discharge $c_d$, is defined as the ratio of experimental discharge and theoretical discharge.

In order to able to study flow measurement better, experimental method and analysis method is a must to do so. ANSYS-CFD is the most common programme for simulation of fluid flow. It simulate the interaction of fluid, water or air flow with the geometry given. The simulation is based on the cell generated as known as meshing. The programme will then predict the velocity, pressure, force and other criteria in each node of the meshing. This programme predict the fluid flow, heat and mass transfer, chemical reaction and so on by solving numerically the set of governing mathematical equations, which is Conservation of mass, Conservation of momentum, Conservation of energy, Conservation of species and Effects of body forces [9]. There are many different model in ANSYS programme, when dealing with internal turbulent fluid flow, k model or Large Eddy Simulation (LES) model is often used. In turbulent flow, it is hard to determine how large the eddy is produced during the flow, but LES can resolved the eddy directly regardless of its size. Thus, LES can predict much more accurate for turbulent flow [10]. There are two type of k model, $k$-$\varepsilon$ model, and $k$-$\omega$ model. $K$-$\omega$ model is based on Wilcox $k$-$\omega$ model which predicts free shear flow spreading rates, thus applicable to wall-bounded flow and free shear flows. $K$-$\varepsilon$ model is the simplest complete models of turbulence, which the prediction is based on two equation. In the derivation of the $k$-$\varepsilon$ model, the assumption is that the flow is fully turbulent and the effect of molecular viscosity are negligible. Thus this model is valid for fully turbulent flows [11]. The advantage of $k$-$\varepsilon$ model is that it is simple turbulent model, excellent performance for industrial flows, while the pros of LES model is accurate due to yield information relating to mean flow and statistics of resolved fluctuation. The cons of LES is validation experience is limited, time taking and expensive [12].

2. Literature review

There are many works done to study about turbulent flow in the past. These contributors did the researches experimentally, theoretically and analytically in order to further contribute to the body of knowledge. With the presence of ANSYS programme, the study nowadays been carried out using computers to predict the flow.

Orifice is one of few apparatuses that are currently use for flow measurements. Venturi, nozzles, and orifice plate are the most known flow meters. All these tools are well investigated at certain conditions; however more and specific research could be very decisive in case of progressing and developing such a tool. The most important property that was investigated is the coefficient of discharge ($C_d$). Colter L. Hollingshead, in his Master thesis, investigated the three flow meters thoroughly. In his work, Colter L. Hollingshead considered two changing factors; namely aspect ratios of , 0.5, 0.6, 0.65, and 0.7 and the pipe length from 15.41 to 20.27 cm. Figure 4 shows the coefficient of discharge versus Reynolds number. It is clearly shown that the maximum coefficient appears at Reynolds number of about 100 which is laminar flow. As the flow is developed to turbulent, the coefficient of discharge become almost independent of Reynolds numbers. There was no explanations mentioned by the author's work, however it seemingly the issue is related to the diminishing effectiveness of the viscosity as the velocity increases rapidly based on increasing Reynolds number. The
work presented by Hollingshead is compared with other work conducted by Miller's Data (Miller, 1996) [13].

![Figure 4](image)

Figure 4: Effect of the different aspect ratio of orifice on discharge coefficient

The effects of the boundary conditions and the type of fluid used in CFD simulation were the topic of a recent research performed by Shah et al. This study is comprehensive study through which the influence of the modeling, initial and boundary conditions, the structural meshing effects were discussed. Based on the thesis wrote by Manish S. Shah, Jyeshtharaj B. Joshi, Avtar S. Kalsi, C.S.R. Prasad, Daya S. Shukla in India in 11/Nov/2011, they studied different fluid which is water and air to pass through a beta ratio range from 0.5 to 0.8. They used $k$-$\varepsilon$ turbulence model to run the simulation [14].

The authors showed that the turbulent flow is developed in the upstream of the orifice meter. Turbulent wakes and recirculation zones can be observed at the downstream of the orifice meter. The author also talked about Veena Contrata, which is the point of the maximum velocity. Beyond the point Veena Contrata, the velocity of the flow decrease and the energy conserved at all the points in the domain.

For the information, orifice plate come in different thickness. The thickness of the orifice does affect the flow in downstream pipe. Wu JianHua, Ai WanZheng, and Zhou Qi did their research on the thickness of orifice effect to the head loss coefficient [15]. They did the research in experimental method with set up shown in Fig. 7 with the aspect ratio, $\beta$ of 0.4, 0.5, 0.6, 0.7, and 0.8 and the $\alpha$, which is the ratio of orifice's thickness to the approach flow diameter or known as contraction ratio, with the range of 0.05, 0.10, 0.15, 0.20, and 0.25 for the aspect ratio of 0.7 [15]. They proved that the head loss coefficient increase when the contraction ratio decrease and when the aspect ratio decrease is shown in Fig. 8.
Figure 5: A) Velocity contours and B) Velocity vectors

Figure 6: Experiment model

Figure 7: Table of Aspect ratio $\beta$, contraction ratio $\alpha$ and the head loss coefficient
Table 2: Summary of Literature Review

<table>
<thead>
<tr>
<th>Author</th>
<th>Aspect ratio β</th>
<th>Working Fluid</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manish S.Shah, Jyeshtharaj B. Joshi,</td>
<td>0.5 to 0.8</td>
<td>Water and Air</td>
<td>High aspect ratio is used and used two working fluid</td>
</tr>
<tr>
<td>Avtar S. Kalsi, C.S.R. Prasad, Daya S. Shukla</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colter L. Hollingshead</td>
<td>0.5, 0.6, 0.65, and 0.7</td>
<td>Water</td>
<td>Used v-cone, orifice plate, venturi to conduct the simulation</td>
</tr>
<tr>
<td>Wu Jianhua, Ai Wan Zheng, and Zhou Qi</td>
<td>0.4 to 0.8</td>
<td>Water</td>
<td>Changing of contraction ratio and aspect ratio</td>
</tr>
</tbody>
</table>

3. Methodology

During the early stage of the project, student was given journals about related topic. This allowed student to have better understanding on the concept of fluid flow measurement. Besides, by studying journals and did some online researches, student able to pinpoint that most researchers are dealing with the aspect ratio between 0.2 to 0.8, since student's project is studying about aspect ratio between 0.1 to 0.2, student able contribute a new knowledge to the body if success. By reviewing the past paper, student also able to understand the relation of fluid flow to different flow measurement, aspect ratio, contraction ratio and so on.

With these information, student proceeded with planning of the experiment. This project mainly using simulation with the help of ANSYS. The geometry, type of fluid flow used. Type of orifice, diameter of hole of orifice, thickness of orifice, velocity in inlet valve, and so on is determined carefully as each parameter mentioned above has a possibility of affecting the result. The type of orifice used in this project is square-edged concentric orifice as this orifice is widely used due to its flexibility. The flow diameter is 2 in while the diameter of hole or orifice is changing based on the aspect ratio with the range of 0.1, 0.12, 0.14, 0.16, 0.18, and 0.2. The thickness of orifice is calculated as 0.2 inch based on ISO 5167-2:2003, which is a standard for global orifice use. The velocity of the inlet is dependable on Reynolds Number with the formula of \( R = \frac{\rho V D}{\mu} \) where \( R \) is Reynolds number, \( \rho \) is density of fluid, \( D \) is the diameter of the pipe, \( V \) is the velocity of the fluid, and \( \mu \) is fluid viscosity. To avoid confusion during simulation results, student set the distance between the orifice and the inlet is 2 inch and it will remain unchanged throughout the simulations. The material of fluid flowing is set to water-liquid form. In ANSYS programme, k-ε model is chosen to run the simulation as it is quick and complete turbulence model.

After planning the detail of the pipe system, student draw the geometry in Workbench in 2D geometry. 3D geometry is unnecessary for this project as it is simple geometry and the result in all dimension is almost similar, so 2D geometry is faster method to achieve result. The inlet diameter is 2 inch, distance of the orifice plate in
the pipe is 2 inch, the total length of the pipe is 10 inch, thickness of the orifice is 0.2 inch. In order to have clearer result on the downstream of the pipe, orifice plate is suggested to put in front session of the pipe.

Meshing is important part for achieving a better result as ANSYS is predicting the result in each cell. Inflation from wall layer is selected for better results on the wall surface. Inflation is which the cell will grow bigger in size depend on the parameter user insert. Student let the cell grown 27 layer with the ratio of 1.05. For mesh type, quadrilateral cell is used since its 2D and it is simple geometry. The orthogonal quality of the mesh is 0.95 while the skewness is 0.1e-6 which is good enough for the simulation to run. The velocity of the inlet is calculated with the formula mentioned previously and inserted into the programme. The boundary condition of the pipe system is set for ANSYS to be able to predict the flow property. Then the simulation is run. Lastly, pressure contour, velocity profile, turbulent energy data is recorded.

4. Results and Discussion

Velocity profile and pressure profile is important because the profile shows magnitude of velocity and as well as the characteristics of the flow such as direction, shape of flow and so on. It helps to understand how the fluid behave under different situation.

Velocity increased drastically when approaching the opening of orifice plate metal, as shown in Figure 4-1. The velocity continue increased until the maximum velocity is reached. The point of maximum velocity is referred as Veena-Contracta. The magnitude of the fluid velocity decreased after passed through the point Veena-Contracta. The pressure decreased sharply before entering the domain Veena-Contracta. The pressure is in its minimum limit in Veena-Contracta, and started to recovered as the flow goes. However, in Figure 4-5, the pressure did not rise back to its inlet pressure level. The difference between the pressure is known as Head Loss, which is cannot be recovered. In the thesis done by Prajapati, C B, Singh, S N, Patel, V K, and Seshadri, V, their result for concentric orifice plate simulation proved that the low pressure zone behind the orifice plate and the pressure loss is partially recovered while the rest is permanently loss. Excellent agreement can be seen between the project wall pressure profile and the wall pressure profile done by Prajapati, C B, Singh, S N, Patel, V K, and Seshadri, V [19].

Figure 8: Wall Pressure Profile on Reynolds number 5000, Aspect Ratio 0.1
After simulation and graph plotting, it is clearer to determine the head loss of the orifice. From the graph, head loss coefficient increases when Reynolds number increases shown in Table 4-2. This is due to the sharp drop of pressure when entering orifice plate. This conclude that when the velocity inlet increase, the head loss coefficient increase as well due to higher friction on the wall surface. Besides that, the graph also shows that the head loss coefficient increases when aspect ratio of orifice plate decreases. This result matches the experimental research done by Wu JianHua, Ai WanZheng, and Zhou Qi [16].

Table 3: Pressure Loss for Aspect Ratio 0.1

<table>
<thead>
<tr>
<th>Reynolds number</th>
<th>Pressure Inlet (Pa)</th>
<th>Pressure Outlet (Pa)</th>
<th>Permanent Pressure Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>7.00E+02</td>
<td>-5.00E+01</td>
<td>750</td>
</tr>
<tr>
<td>10000</td>
<td>3.00E+03</td>
<td>-2.50E+02</td>
<td>3250</td>
</tr>
<tr>
<td>15000</td>
<td>6.00E+03</td>
<td>-5.00E+02</td>
<td>6500</td>
</tr>
<tr>
<td>20000</td>
<td>1.20E+04</td>
<td>0.00E+00</td>
<td>12000</td>
</tr>
<tr>
<td>25000</td>
<td>1.75E+04</td>
<td>0.00E+00</td>
<td>17500</td>
</tr>
<tr>
<td>30000</td>
<td>2.50E+04</td>
<td>-2.50E+03</td>
<td>27500</td>
</tr>
</tbody>
</table>

Table 4: Pressure Loss for Reynolds number 5000

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>Pressure Inlet (Pa)</th>
<th>Pressure Outlet (Pa)</th>
<th>Permanent Pressure Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>7.00E+02</td>
<td>-5.00E+01</td>
<td>750</td>
</tr>
<tr>
<td>0.14</td>
<td>4.00E+02</td>
<td>-5.00E+01</td>
<td>450</td>
</tr>
<tr>
<td>0.16</td>
<td>2.63E+02</td>
<td>-2.50E+01</td>
<td>287.5</td>
</tr>
<tr>
<td>0.18</td>
<td>2.00E+02</td>
<td>0.00E+00</td>
<td>200</td>
</tr>
<tr>
<td>0.2</td>
<td>1.63E+02</td>
<td>-2.50E+01</td>
<td>187.5</td>
</tr>
</tbody>
</table>

When the fluid exiting the orifice plate, the velocity spike up. These velocity profiles shows the fluid behaviour after passing through the orifice. The centre of the orifice is at Position 1in. The magnitude of the velocity increase when the Reynolds number increase. This can be seen in Figure 4-6. Moreover the aspect ratio of the orifice plate affect the magnitude of velocity as mentioned previously. This can be seen in Figure 4-7. The result show that when the aspect ratio increase, the velocity decrease.

Figure 9: Velocity Profile on different Reynolds number with Aspect ratio 0.1
5. Conclusion and Future Works

The results are yet to be check whether it is correct by checking with supervisor and get numerical analysis if possible. In nutshell, this project involved 36 different simulation and student will continue the work which is the 0.12 aspect ratio simulation and others. As a result, the project's aim which is the effect of low aspect ratio to the downstream pipe will be fulfilled.
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Abstract
The very first extension in rubber material is caused by the instant change in their mechanical properties through a process known as Mullins effect. Researches on Mullins effect have been widely studied on for the past six decades that it led to experimental evidences for stress-softening in rubbers, especially when they undergo cyclic loading. Since Mullins effect is the most noticeable loading observed in the cyclic stress-strain response, it is crucial to study the Mullins effect to prevent any undesirable failure, due to the fact that rubbers exhibit significant decrease in stress level which leads to a softer path on subsequent loading. Despite the extensive research on the rubber behavior, there has been minimal study on rubber loaded with carbon black material, which motivates the purpose of this research. This project models the Mullins effect in rubber based on neo-Hookean model using 0%, 25% and 40% of carbon black-loaded rubber. The research purpose entails two research questions; how the rubber material behaves under cyclic tensile loading, and if the developed model could predict the stress-strain behavior and the damage from deformation in rubbers under cyclic loading. The methodology includes the research on Mullins effect, ensued by the tensile (cyclic loading) and stress-strain testing, both of which are repeated to study the behavior of the stress-strain for rubber under cyclic tensile loading. New model for the Mullins effect is developed using neo-Hookean model. This model takes into account the carbon black loading percentage of Mullins effect, which is not considered in other literature. Based on the experimental results, the stress-strain graphs particularly on 0%, 25% and 40% of carbon black loading are used to develop a mathematical model using MATLAB. The developed model could predict stress-strain behavior and the damage from deformation regardless of any percentage of carbon black loading applied.

Keywords: Mullins Effect, Stress, Strain, neo-Hookean, Damage.
1. Introduction

According to Bouasse and Carrie[1], the first extension in rubber materials is caused by the instant change in their mechanical properties. It is a process known as “Mullins effect”. Studies for “Mullins effect” have been done for the past six decades which created the experimental evidences for stress-softening in rubbers. New models were created to investigate the mechanical behavior of rubbers which relied on the strain history. The large deformations, non-linear behavior and Mullins softening models will undergo high level of complexity and they depend heavily on phenomenological parameters. Physical experiments were conducted from, chain breakage at the interface between the rubber and the fillers, slipping of molecules, chain disentanglements, rupture of the cluster fillers in order to obtain better results and better understandings in stress-softening.

All rubber materials will show hysteresis and stress softening phenomena in the cyclic loading. The viscoelasticity is caused by the rubber’s behavior [2]. During the transition from the first cycle to the second cycle, the loss in stiffness in rubber is a non-neglectable process. The loss of stiffness in rubber behaviour has become a very important factor in the prediction of fatigue lifetime [3]. A lower consecutive stress can be observed from the stress-strain response and the very first loading phase will generate the same amount of stretch caused by the stress.

There have been many researches done to propose different theories for the Mullins effect explanation. Mullins and Tobin [4] proposed that the elastomer comprised hard and soft phases, of which the hard phase would turn into soft one during the deformation process. Some other works have since validated the theory [5-8]. Simo adopted the Continuum Damage Mechanics (CDM) concept which considered Mullins effect as damaging phenomenon described by scalar damage parameter [8]. The material response is characterized by multiplying the classical hyperelastic strain energy, with the damage level represented by a reducing parameter. Contrary to the work by Miehe [9] which claimed that damage evolves when the material undergoes an applied level of deformation for the first time, Ogden and Roxburgh [10] proposed zero damage when the similar situation applies. They proposed that the Mullins effect is a result of links breakage in the material, which involves both filler matrix and chain interaction links. Chagnon et al. [11] then developed this theory by including the dangling chains effect in the network. The research claimed that the number of monomers involved in the elastic response is related to the maximum deformation as a decreasing function. The Mullins effect is considered to be a consequence of the breakage of links inside the material. Meanwhile, Diani et al. [12] concluded several observations based on materials exhibiting softening effect. It was claimed that the softening, which is characterized by lower resulting stress for the same amount of applied strain actually appears after the first load.

This research is based on two research questions, namely, “How does the rubber material behave under cyclic tensile loading?” and “Could the developed model predict the stress strain behavior and the damage from deformation in rubbers under cyclic loading?” The objectives of this research are to study the stress-strain behavior of rubber under cyclic tensile loading, and to model the Mullins effect of rubbers under cyclic loading using neo-Hookean model. Tensile test for cyclic loading and stress strain test are conducted on rubber of Nitril Butadiene Rubber (NBR) type, and the
Mathematical modeling based on neo-Hookean model is developed using MATLAB. The percentage of carbon black loaded rubber analyzed are 0%, 25% and 40%.

2. Theoretical Framework

Based on the available models, neo-Hookean is chosen in this research due to its simplicity. The theoretical framework for both NBR rubber type and neo-Hookean model are explained in detail in the next section.

2.1 Nitril Butadiene Rubber (NBR)

Nitril Butadiene Rubber (NBR) is a synthetic rubber copolymer comprising acrylonitrile (ACN) and butadiene. It comprises unsaturated copolymers of 2-propenenitrile and various butadiene monomers (1,2-butadiene and 1,3-butadiene). Its molecular structure is as illustrated in Fig. 1.

![Molecular structure of NBR](image)

Figure 1. Molecular structure of NBR [13]

NBR is obtained by the process of emulsion polymerization using free-radical polymerization. The most crucial property which sets NBR of its advantage would be the high resistance to fuel, oil and other chemicals. The degree of resistance depends on the ratio of acrylonitrile to butadiene. Basically resistance to oil increases with the increasing content of acrylonitrile within the elastomer, but it compensates with the lower flexibility of the material, thus the unlikelihood of high composition of such content in the elastomer [13].

Another advantage of NBR includes the good elongation properties, adequate resilience, tensile and compression set. NBR is more resistant to oil and acids as compared to natural rubber, but comes with poorer strength and flexibility properties. NBR is a generally used elastomer used as a seal energizer or low pressure applications, for instance, hydraulics and pneumatics. NBR is used to make pneumatic seals, low pressure hydraulic seals, hoses, O-rings, gaskets, grommets and washer to deal with the fuel and oil in both automotive and aeronautical industries. As long as oil resistance is not posing as an issue, NBR gets rarely picked as the material selections. Since NBR is generally attacked by ketones, oozes, aldehydes, chlorinated and intro hydrocarbons, it does not seem popular with applications that require weather, ozone, sunlight and flame [14].

2.2 Mechanical Responses under Cyclic Loading
Synthetic rubbers usually exhibit strong inelastic responses under cyclic loading, one of which is the stress-softening known as Mullins effect, as illustrated in Fig. 2.

![Stress-strain responses of SBR under simple uniaxial tension and cyclic uniaxial tension](image)

**Figure 2.** Stress-strain responses of SBR under simple uniaxial tension and cyclic uniaxial tension [12]

The phenomenon of stress-softening (Mullins effect) was initially observed by Bouasse and Carriére [1], after which was studied extensively by Mullins [4]. That was how the name was derived for the phenomenon. The stress-strain response conducted by Mullins is as illustrated in Fig. 3. The response was derived from a cyclic, quasi-static deformation. Based on Fig. 3, the rubber exhibits a relatively stiff response in the first loading, and eventually illustrating a significant decrease in the stress level, which is denoted by the dashed lines. The Mullins effect is characterized by the decrease of the stress level in both uploading and unloading during the first few loading cycles. This would be ensued by the stabilizing stress-strain response, which observes the subsequent loading cycles to be tracing the path of the stabilized stress-strain curve. It is therefore crucial to consider the Mullins effect for designs involving elastomer components under cyclic loading.
While stress-softening is commonly observed in filled and unfilled crystallized rubber, no study has reported its occurrence in an unfilled uncryrstallized rubber [12].

2.3 Constitutive Equation

The basics of hyperelasticity are explained in this section, from which the mathematical model in this research is developed. Assuming that the rubber material is homogenous, hyperelastic and incompressible, the rubber body occupies region $\Omega$ in its unstressed layout. When deformation takes place, the body would occupy new region $\Omega_d$ and the material point $X$ is shifted to position $x$. The deformation gradient tensor, $F$ is given by [14]

$$F = \frac{\delta x}{\delta X}$$

(1)

Based on the principle of objectivity and isotropy, the strain energy function $W$ could be expressed as function of two invariants of $B$, given by [14]

$$W = W(I_1, I_2)$$

(2)

Where

$$I_1 = tr\ B$$

(3)

$$I_2 = \frac{1}{2}(I_1^2 - trB^2)$$

(4)
Based on the second law of thermodynamics, the Cauchy stress tensor is given by [15]

\[
\sigma = -pI + 2 \left[ \frac{\delta W(I_1, I_2)}{\delta I_1} + I_1 \frac{\delta W(I_1, I_2)}{\delta I_2} \right] B - 2 \frac{\delta W(I_1, I_2)}{\delta I_2} B^2
\]  

(5)

Where \( p \) is a Lagrange multiplier based on the incompressibility assumption.

2.3.1 Extension of Pseudo-elastic Model to Mullins Effects in Rubbers

For rubbers, the parameters \( r \) and \( m \) depend on the deformation, and the damage function \( d \) is given by

\[
d = d(I_{1,max} - I_1) = \frac{1}{r(\kappa)} \text{erf} \left[ \frac{1}{m(\kappa)} \left( I_{1,max} - I_1 \right) \right]
\]  

(6)

Where \( \kappa \) is the dimensionless interaction parameter between rubber and solvents.

The Cauchy stress tensor in Eq. (5) during the unloading and subsequent reloading to submaximal deformation then becomes [14]

\[
\sigma = -pI + 2(1 - d) \left[ \frac{\delta W(I_1, I_2)}{\delta I_1} + I_1 \frac{\delta W(I_1, I_2)}{\delta I_2} \right] B - 2 \frac{\delta W(I_1, I_2)}{\delta I_2} B^2
\]  

(7)

3. Methodology

In the research methodology section, the work is divided into two parts for which are Research and Testing on rubbers (Mullins’s Effect) in the first half of the research and Research and Modelling on mathematical models in the second half. Firstly, the research on the Mullins Effect is conducted, followed by tensile testing (cyclic loading) and stress-strain testing on rubber with carbon black loading of 0%, 25% and 40%. Based on the testing results, the behavior of stress-strain for rubber under cyclic tensile loading is analyzed using MATLAB. Based on the developed model from the MATLAB coding, the stress strain behavior under cyclic loading could be predicted. The developed model also is used to obtain the parameters \( r \) and \( m \) which are explained in the earlier section, after which are utilized to predict the damage function \( d \). The flowchart for the research project is as illustrated in Fig. 4. The outcome is a developed model based on neo-Hookean model which could be used to predict stress strain behaviour and the damage from deformation.
Figure 4. Flowchart of research project
4. Results and Discussion

The percentages of carbon black loading are chosen as such after thorough investigation. Other researches done are mainly of without carbon loading, therefore 0% loading. Besides, 25% carbon black loading is chosen because it is the specification commonly used commercially. 40% carbon black loading is the highest percentage that could be obtained commercially to study the behavior of Mullins effect, which would be important to serve as the benchmark for higher percentage of carbon black loading compared to that of the ones commercially available.

Based on the neo-Hookean model, the engineering stress tensor, $P$ is given by

$$P = 2C_{10}(\lambda - \frac{1}{\lambda^2})$$  
(8)

Where $C_{10}$ is the material constant, and

$$\lambda = \frac{\varepsilon}{100} + 1$$  
(9)

Where $\varepsilon$ is the strain.

The engineering stress tensor, $P$ is developed based on the data from tensile and stress testing, as illustrated in Fig. 5. The highest carbon loading of 40% has the highest gradient in the graph, followed by 25% and lastly, 0%. The gradient obtained is 2.9512, 1.0763 and 0.2644, respectively.

![Figure 5. Tensile Stress against $\lambda - \frac{1}{\lambda^2}$.](image-url)
These data are used as the material constant which are then used for the Eq. (10)

\[ C = [a(CB)^2 + b(CB) + 1]c_{10}^0 \]

(10)

Where \( CB \) is the carbon black percentage in decimal form, and \( a \) and \( b \) are constant.

Based on Eq. (10), the normalized shear modulus, \( \mu \) is plotted for the carbon black percentage of 0\%, 25\% and 40\%, as shown in Fig. 6. The polynomial equation obtained from the graph is compared with Eq. (10) to identify the \( a \) and \( b \) constants.

Figure 6. The normalized shear modulus against carbon black percentage.

The material constants obtained and the data from the tensile and strain testing are used in the MATLAB coding for the mathematical model. The plotting of engineering stress against engineering strain for each carbon black loading is as illustrated in Fig. 7, Fig. 8 and Fig. 9, respectively. Both theoretical and experimental results display similar patterns and have good correlation with each other which means the Mullins effect are well predicted. Similar results are obtained in [12], thus validating the research results.
Figure 7. Engineering stress against engineering strain for 0% carbon black loading.

Figure 8. Engineering stress against engineering strain for 25% carbon black loading.
Based on the engineering stress and strain graphs, the parameters $r$ and $m$ are obtained from MATLAB. The normalized $r$ value is as shown in Fig. 10. Meanwhile the normalized $m$ value is as shown in Fig. 11. Both parameters are plotted against carbon black loading percentage.

![Graph](image)

**Figure 10.** Normalized $r$ value against carbon black percentage.

Based on Fig. 10, the equation generated from the graph is represented by Eq. (11)

$$r_x = T e^{-q(CB)} r^\alpha$$  

(11)
Where $r^o$ is the $r$ value for 0% carbon black loading, $CB$ is the carbon black percentage in decimal form and $T$ and $q$ are constants.

Based on Fig. 11, the equation generated from the graph is represented by Eq. (12)

$$m_x = Re^{-s(CB)m^o}$$

(12)

Where $m^o$ is the $m$ value for 0% carbon black loading, CB is the carbon black percentage in decimal form and $R$ and $s$ are constants.

Both parameters $r$ and $m$ obtained could be used in the damage function in Eq. (6), which are crucial to predict the damage from the deformation regardless of the percentage of carbon black loading. Eq. (11) and (12) developed would be a simple tool to predict any damage without the need of repeating the whole experiment process.

Table 1 summarizes the constant values for carbon black loading which has been discussed previously.

<table>
<thead>
<tr>
<th>Carbon Black Percentage (%)</th>
<th>0</th>
<th>25</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{10}$</td>
<td>0.2644</td>
<td>1.0763</td>
<td>2.9512</td>
</tr>
<tr>
<td>$r$</td>
<td>6.2091</td>
<td>1.6702</td>
<td>1.2424</td>
</tr>
<tr>
<td>$m$</td>
<td>22.188</td>
<td>6.1411</td>
<td>6.6722</td>
</tr>
</tbody>
</table>

The significance of the project includes the improvement of the model by including the effect of carbon black loading in predicting the Mullins effect of rubber under cyclic loading. Most of the literatures available do not include the carbon black loading in the research. Besides, this research develops new model based on the three different concentration of carbon black in the rubber, namely 0%, 25% and 40%. The
newly developed model could predict the damage from deformation with any % of carbon black loading without repeating the entire experimental work.

5. Conclusion

This paper analyzes the Mullins effect in rubber, particularly with carbon loading percentage of 0%, 25% and 40%. The studied rubber is of NBR type. Tensile stress testing and tensile strain testing are carried out to obtain the experimental data, after which are used for MATLAB coding to solve the unknown parameters \( r \) and \( m \) for the new model. The new model based on neo-Hookean model could be used to predict the stress-strain behavior and the damage from deformation regardless of any percentage of carbon black loading applied.
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Abstract
This study is to investigate the effects of alumina dopants on the mechanical properties (relative density, fracture toughness and Vickers hardness) of Y-TZP ceramics. Besides that, this study aims to determine the XRD pattern and tetragonal content percentage of alumina-doped Y-TZP after sintering. The dopant content of alumina that studied were 0, 0.1, 0.3, 0.5 and 1 wt%. Both alumina and zirconia were mixed in powder form and compressed into pellets. These pellets were then sintered in different temperature. The sintering temperatures applied were 1250, 1300, 1400 and 1500°C for 2 hours. Results showed that XRD spectra correspond with the tetragonal zirconia XRD standard’s spectrum regardless of different alumina dopant contents. In addition, results showed that only small amount of tetragonal phase content transformed to monoclinic phase content after sintering based on tetragonal content percentage determined from XRD analysis. Furthermore, results showed that most of the Y-TZP ceramics with alumina dopants have the highest relative density at sintering temperature of 1400 °C and with at least 96% relative density. As for Vickers hardness, the application of sintering temperature of 1400 °C was better compared to 1500 °C for all the alumina contents studied. Regarding fracture toughness, Y-TZP with 0.3 wt% alumina dopant showed the lowest fracture toughness amongst all the alumina contents. There were not much changes from 0 wt% to 0.1 wt% alumina content. This finding indicated that additional of small amount of alumina content up to 0.1 wt% will not disrupt the tetragonal phase stability of Y-TZP for both the sintering temperatures. Sintering at 1500 °C resulted in a higher fracture toughness compared to 1400 °C for most of the alumina dopants except for 0.3 wt%.

Keywords: Zirconia, Alumina Dopant, Mechanical Properties, X-Ray Diffraction.
1. Introduction

Zirconia, \( \text{ZrO}_2 \), is an advanced ceramic that often used for dental and medical applications due to its good mechanical properties and biocompatibility [1, 2]. Zirconia has three well-defined phases of different crystal structure: cubic, tetragonal and monoclinic [1, 3]. Pure zirconia will be stable at different phases according to the ambient temperature. At room temperature, pure zirconia exists in the monoclinic structure and transforms into the tetragonal structure at about 1170°C and subsequently, cubic structure around 2370°C. Magnesium oxide, yttrium oxide or calcium oxide can be used to stabilize zirconia. These stabilizers will allow the zirconia to be stabilized in tetragonal or cubic phase at room temperature [1]. The reason to stabilize the zirconia in tetragonal phase is that tetragonal zirconia has significantly better mechanical properties compared to other two phases [2].

Yttria-stabilized tetragonal zirconia polycrystals or Y-TZP, consists of fully tetragonal zirconia that is stabilized with a small percentage of yttria oxide [1]. Y-TZP is among the commonly used material for medical implantation because of its high strength and toughness following its ability to undergo transformation toughening. One of the applications of Y-TZP is the hip prosthesis for an artificial hip joint as shown in Figure 1(a). This hip replacement prosthesis is used to support the whole upper body weight by joining the pelvis to the lower limb. Y-TZP is one of the candidate material for the femoral head component of the hip prosthesis as shown in Figure 1(b).
2. Methodology

In this study, zirconia in the form of Y-TZP was doped with various dopant contents to investigate its effects on the mechanical properties and tetragonal content after sintering. Alumina was chosen as the dopant for this research. A total of five alumina contents were experimented: 0, 0.1, 0.3, 0.5 and 1 wt%. Besides that, the studies include four different sintering temperatures: 1250, 1300, 1400, 1500°C.

2.1 Sample Preparation

2.1.1 Powder Preparation

Y-TZP and alumina powders were mixed to produce tetragonal zirconia ceramic five different alumina contents: 0, 0.1, 0.3, 0.5 and 1 wt%. The total weight of the powder mixture was set to 50 g, thus calculations of the Y-TZP and alumina weights were determined according to the weight percentage (wt%) of the alumina content. Alumina powder was then placed into a beaker with ethanol and placed into an ultrasonic bath for 5 mins. The Y-TZP powder then added into the beaker and continue the ultrasonic process for another 15 mins. The mixture solution was then poured into the attritor milling machine. Approximately 250 cm$^3$ of 5 mm diameter zirconia milling balls were added into the attritor milling machine. The mixture was mix under 500 rpm for half an hour. After this step, the mixture was then sieved to remove the milling media. The slurry was then put into the oven at 60°C for 24 hours to dry. The dried powder was then sieved using a 125 μm mesh sieve to fine and ready to press ceramic powders.

2.1.2 Green Body Preparation

The sieved powders were pressed into disc shaped samples under approximately 5 MPa force under a cylindrical die. Each sample consists of 2.5g in weight and a total of 40 samples were pressed. The uniaxially-pressed pellets were further compacted by using a cold isostatic pressing (CIP) machine. The cold isostatic pressing process was applied because it will press the powder in all direction through fluid.

2.1.3 Sintering Process

Four sintering temperatures were chosen in this experiment: 1250 °C, 1300 °C, 1400 °C and 1500 °C. All samples were sintered in a box furnace (LT Furnace, Malaysia) using a single step sintering profile with a ramp rate of 10°C/min and holding time of 2 hours.
2.1.4 Grinding and Polishing

All the samples were grinded using five different grades of silicon carbide papers: 120, 240, 600, 800 and 1200 grit. Each sample was first grinded horizontally for first grade and orientation changed by 90° for every grade after that. After grinding process, the samples were polished using 6 and 1 μm of diamond paste. The samples were polished until mirror-like surface finish was obtained.

In general, the experimental parameters applied in the present study can be summarized as per Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dopant</strong></td>
<td></td>
</tr>
<tr>
<td>Alumina content (wt%)</td>
<td>0 (undoped)</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td><strong>Sintering Profile</strong></td>
<td></td>
</tr>
<tr>
<td>Sintering Temperature (°C)</td>
<td>1250</td>
</tr>
<tr>
<td></td>
<td>1300</td>
</tr>
<tr>
<td></td>
<td>1400</td>
</tr>
<tr>
<td></td>
<td>1500</td>
</tr>
<tr>
<td>Ramp Rate (°C/min)</td>
<td>10</td>
</tr>
<tr>
<td>Holding Time (hrs)</td>
<td>2</td>
</tr>
</tbody>
</table>

2.2 Characterization

2.2.1 X-ray Diffraction

X-ray diffraction (XRD) instrument was used to check on the percentage of monoclinic phase and tetragonal phase in the samples. This analysis is important because the phase might change from tetragonal to monoclinic during the sintering time. Higher volume content (vol%) of monoclinic phase zirconia will result in lower mechanical properties. Thus, the samples go through the XRD with Cu-Kα radiation source with a 0.5°/min scan speed and 0.02° step scan at 40kV and 40mA. The equation that was proposed by Toraya [4] was then used to determine the monoclinic and tetragonal phase percentage.

\[
V_m = \frac{1.311X_m}{1 + 0.311X_m} \tag{Equation 1}
\]

where \(V_m\) is the volume fraction of monoclinic zirconia

\[X_m = \frac{I(11\overline{1})_m + I(111)_m}{I(11\overline{1})_m + I(111)_m + I(111)_t}\]
where $I$ is the peak intensity

Subscript $m$ represent the monoclinic phase
Subscript $t$ represent the tetragonal phase

Equation 3 can be used to get $V_t$:

$$V_t\% = 100\% - V_m\%$$

(Equation 3)

2.2.2 Density

Relative densities were determined by using the water immersion technique with an analytical balance equipped with a density measurement kit (Mettler Toledo, Switzerland). Distilled water was used as the immersion medium. The weight of the samples was measured in water and subsequently, in air. The relative density was then calculated by using 6.0 g/cm$^3$ as the theoretical density of Y-TZP.

2.2.3 Vickers Hardness

In this Vickers hardness test, 20 kg applied load was applied to the samples by using a pyramidal diamond indenter, as indicated in Figure 2(a). This load was applied slowly on the sample for 10 s. A square shape appeared on the sample after the sample is removed as shown in figure 21. Diagonal lengths $D_1$ and $D_2$ as shown in Figure 2(b) were measured using a built in microscope in the Vickers hardness machine. Vickers hardness of the samples were calculated according to equation 4 [5].

$$H_v = \frac{1.854P}{(D)^2}$$

(Equation 4)

where $P$ is the applied load

Average diagonals, $D = (D_1 + D_2)/2$
Figure 2: Vickers hardness was measured with a pyramidal indenter as indicated in (a) with loading force P, while image (b) shows the resulting indent on the surface of sample and two diagonals (D₁ and D₂) measured.

2.2.4 Fracture Toughness

From the indentation on the surface of sample from Vickers hardness measurement, the fracture toughness of samples can be determined by using the equation proposed by Niihara et al. [6] as shown in equation 6.

\[
\frac{K_{IC}}{H_v^{\frac{3}{2}}} \left( \frac{H_v}{E \phi} \right)^{\frac{3}{2}} = 0.035 \left( \frac{L}{a} \right)^{\frac{3}{2}}
\]

(Equation 6)

Where 
- \( K_{IC} \) is fracture toughness
- \( H_v \) is Vickers hardness
- \( E \) is Young's modulus
- \( a \) is half of the average diagonal
- \( L \) is the average of the crack length
- \( \phi \) is the constraint factor

Figure 3 is a schematic diagram of a typical Vickers indentation showing the cracks emanating from the four corners of the indent. By using the microscope on the Vickers hardness testing machine, the length of all four crack lines were measured. The average crack length was then determined and applied in equation 6 to determine the fracture toughness of the samples.
3. Results

3.1 XRD

Figure 4 shows the results of XRD analysis of alumina-doped Y-TZP samples. In general, all the XRD trace of Y-TZPs with different alumina contents were similar to each other. Besides that, these spectra can be compared to the tetragonal zirconia XRD standard (Fig. 5). The peaks pattern of the results were compared to the standard’s pattern.

Figure 4: XRD spectra of alumina-doped Y-TZP samples sintered at 1400°C
Based on Figure 4, it has the highest peak at about 30°, then followed by 50°, 60° and 35°. This trend of peaks shows that the spectra for all samples matches the standard’s pattern.

### 3.2 Tetragonal Phase Content of Zirconia

The graph of tetragonal content percentage against sintering temperature for Y-TZP with five different alumina dopant contents after sintering process is as shown in Figure 6.
Results showed that 0.3 wt% had the highest percentage at sintering temperature of 1250 °C and 1500°C. However, 0.1 wt% had the highest percentage at 1300 °C and 0.5 wt% had the highest percentage at 1400 °C. Overall, all the results fall in between 98% to 99.5% which means that only very small amount of tetragonal phase content transform to monoclinic phase content. This trend indicated that by using alumina as dopant did not significantly disrupt the tetragonal zirconia phase stability. In comparison with the results of Ramesh et al. [9] for manganese oxide as dopant which achieved tetragonal zirconia phase content between 87% and 96%, the results of the present study clearly showed that alumina dopant in the range of 0.1 to 1 wt% was less disruptive to the tetragonal zirconia phase.

### 3.3 Relative Density

Figure 7 is the graph of relative density against sintering temperature for 5 different alumina contents after sintering. Results show that most of the alumina contents have the highest relative density at sintering temperature of 1400°C, only 0.3 wt% has its highest relative content at sintering temperature of 1300 °C. Although the sintering temperature of 1250°C achieved relatively low relative densities, it should be noted that the addition of alumina was clearly beneficial in improving the densification of Y-TZP. In general, all compositions of Y-TZP achieved relative density beyond 96%. Furthermore, the present results corresponded well with the findings of Anastasia et al. [3] that higher relative density happened in between the range of 1400 °C and 1500 °C sintering temperature except for Y-TZP that was co-doped with 0.3 wt% of alumina and silica.

![Figure 7: Graph of relative density against sintering temperature.](image-url)
3.4 Vickers Hardness

Figure 8 is the graph of Vickers hardness against alumina content for sintering temperatures of 1400°C and 1500°C. The results show that Vickers hardness is better at sintering temperature of 1400 °C for all alumina contents. For 1400 °C, Vickers hardness is better at 0 wt%. However, it is better at 0.1 wt% at 1500 °C. The decreasing trend of Vickers hardness when alumina content increases is in agreement with the findings of Ramesh et al [9]. The overall reduction in hardness of samples when the sintering temperature was increased from 1400°C to 1500°C is possibly due to the lower densification as observed in Figure 7.

![Figure 8: Graph of Vickers hardness against alumina content.](image)

3.5 Fracture Toughness

Figure 11 shows the graph of fracture toughness against alumina content for sintering temperature of 1400 °C and 1500 °C. The results show that 0.3 wt% has the lowest fracture toughness amongst all the alumina contents. There are not much changes from 0 wt% to 0.1 wt% alumina content. This shows that additional of small amount of alumina content up to 0.1 wt% does not disrupt the tetragonal phase stability of Y-TZP for both the sintering temperature. In overall, sintering temperature of 1500 °C has a higher fracture toughness compared to 1400 °C. The present results corrincide with the results of research by Ramesh et al. [9] on manganese oxide dopants with the overall trend of small amount of dopants does not change the fracture toughness significantly.
4. Conclusion

In conclusion, the results of XRD spectra correspond with the tetragonal zirconia XRD standard’s spectrum in spite of the addition of alumina as dopant. Besides that, the tetragonal content percentage falls in between 98% to 99.5% which means that only very small amount of tetragonal phase content transform to monoclinic phase content after sintering. This trend shows that the application of alumina as dopant has neutral effect on the tetragonal zirconia phase stability. Furthermore, results show that most of the alumina-doped Y-TZPs achieved the highest relative density at sintering temperature of 1400°C while only 0.3 wt% alumina-doped Y-TZP obtained its maximum densification at sintering temperature of 1300°C. In general, all compositions attained good densification of above 96% relative density. As for Vickers hardness, sintering temperature of 1400°C is better compared to 1500°C for all the alumina contents studied. Regarding fracture toughness, the addition 0.3 wt% alumina resulted in the lowest fracture toughness amongst all the alumina contents. No significant change in toughness was observed when the alumina content was raised from 0 wt% to 0.1 wt%. This finding may possible be due to the observation that the addition of small amount of alumina content up to 0.1 wt% did not disrupt the tetragonal phase stability of Y-TZP for both the sintering temperatures. Sintering temperature of 1500°C resulted in a higher fracture toughness compared to 1400°C for most of the alumina dopants except for 0.3 wt%.
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Abstract
The blending between biomaterials to enhance the biodegradability is very common and feasible with the technology today. Polycaprolactone (PCL) is found with very good biocompatibility in human’s body, and commonly used as a base biomaterial for many synthesized biomaterial. The blending between PCL and forsterite provides the closest degradation rate to the human’s regeneration rate compared to blending with other biomaterial. Although the PCL alone can be degrade well in human’s body, but different age of people are suitable for different degradation rate of the biomaterial, due to various regeneration rate. Thus, this study is to investigate the biodegradability of the synthesized biomaterials, and to optimize the biodegradability of PCL by different blending ratio of forsterite. The forsterite-PCL blended biomaterial sample will be fabricated with different blending ratio, from 0 wt. % of to 10 wt. % of forsterite in the blended biomaterial. Differential scanning calorimetry (DSC) testing is used to determine the temperature required to melts down the blended biomaterial completely. The samples of blended biomaterial with different forsterite content are melt and fabricated with a cylindrical mold. Due to time constraint, the degradation only takes up to 12 days as an accelerated degradation process, and the time point to record the weight of sample is set to be 3 days. While, the biodegradation rate will based on the weight loss of the sample. During the degradation, the sample will be immersed into the Sodium hydroxide (NaOH) solution. As hypothesis, the increment of forsterite content will increase the weight loss and as well. Hence, the increment of forsterite wt. % in the blending ratio will result a faster degradation rate according to weight loss percentage.

Keywords: Polycaprolactone, forsterite, degradation rate, biodegradability, weight loss, water absorption; blending ratio
1. Introduction

Tissue engineering has now become more popular than ever, due to the solutions provided for tissue recovery. Healing, repair, or regenerate the damaged cell in human or animal’s body has become handier than the past [1]. The development progress of tissue engineering is going on very well, and trying to eliminate and decrease the uses of medical drug. In addition, the safety and efficiency of medical procedure can be improved enormously with the technology of tissue engineering today [2]. Non-biological materials were used in tissue engineering for experiments and testing at the beginning. However, the results were not as good as expected, due to the incompatibility of materials in physiology condition [3]. From then on, only biomaterials were taken for the research, to prevent unnecessary study on the materials that cannot be accepted by human’s body. Biocompatibility is the primary condition for any material to be classified as “biomaterial”. A biomaterial should not produce any harmful substances or causing any bad influences to human’s body; but to interact effectively with the damaged cell to heal it [4]. To implant any biomaterial into human’s body, it has to be both biocompatible and biodegradable to the implanted part. All biomaterial are proven to be naturally degradable in the environment with any weather condition [5], which makes tissue engineering even more popular now.

There are many kind of biomaterials in tissue engineering, but this research will only focus on biopolymer and bioceramic. Both of them are having great hostile response in physiology condition and provide good mechanical strength. Two of these biomaterials are most likely to be used in bone implantation due to their good mechanical strength.

Polycaprolactone (PCL) is the chosen biopolymer for this research, because it has lower degradation rate compared to poly(lactic-co-glycolic acid) (PLGA) and polylactic acid (PLA) [6]. In addition, the degradation rate of PCL is found to be quite close to human’s recovery rate [6]. However, PCL itself has hydrophobic chemical nature, which makes it to has poor surface wetting and interact with biological fluids to avoid cell adhesion [7]. In comparison with biopolymer, the degradation rate of all bioceramic is way to fast to be accepted by human body [8]. Hydroxyapatite (HA) is considered as one of the most important bioceramic in tissue engineering due to its bioactivity and degradability. But, the orthopaedic applications of hydroxyapatite ceramics has very low fracture toughness and insufficient mechanical strength to be utilized in implantation [9]. Therefore, forsterite has been introduced to represent most of the bioceramic to take place in the implantation. Both of them are able to release magnesium and silicon ions to biological medium, which are very good in the aspect of biodegradability. By comparing between these two bioceramics, forsterite has slightly better mechanical properties and fracture toughness than hydroxyapatite [10]. Yet, the degradation rate of forsterite alone is too fast, and the apatite formation ability is poor as well [9].

There are researchers found that mixing between two biomaterials are possible, and it brings positive effects too [7][5]. Biodegradability, bioactivity, and mechanical strength can all be improved or adjusted through the mixing [2]. Blending between two biomaterials can covers the shortcoming of each other and provides a better outcome. For instance, the degradation rate can be manipulated from the forsterite content that blended into PCL to achieve the desired result. Furthermore, blending between PCL
and forsterite has been done before in tissue engineering, and the number of research on this blended biomaterial is still growing rapidly until today. The forsterite-PCL synthesized biomaterial is found with good scaffold structure for bone and the degradation rate can achieve even more closer to actual regeneration rate of human bone [11]. But, if the content of forsterite in this blended biomaterial is more than 30 wt. %, it will cause inferior mechanical properties to the scaffold [2].

The optimum synthesis ratio of the blended biomaterial is yet to be confirmed. Therefore, this research will study the biodegradability of the blended biomaterial within the range of forsterite content, from 0 wt.% to 10 wt.%. Whereas, the biomaterials to be studied in this research will only be PCL and forsterite.

2. Research Methodology

To prepare the blended biomaterials sample for degradation, it has to go through few important processes which involved precise measurement, implicated testing, and organized procedure. Figure 1 shows the flowchart that consist of those important processes.

Figure 1. Flowchart of sample preparation

2.1 Materials

The biomaterials involved in this research are PCL and forsterite, which both of them are known as biocompatible in human’s body [6]. The PCL is come in solid-flakes form; while the forsterite is in powder form before the blending. The molecular weight of the PCL is 10,000 g/mol with 60°C of melting point; and the molecular weight of the forsterite is 140.6931 g/mol.

2.2 Preparation of Samples

The synthesized forsterite-PCL is prepared by using simple mixing method, where the PCL will be melted into molten state with hot plate, and then the forsterite powder will be added into the melted PCL. During the melting process of PCL, the temperature of the hot plate is increased slowly until it is just enough to melt the PCL. To make sure two of the biomaterials are blended homogenously, the mixture are constantly stirred for quite a period of time with glass stirrer. Then, the blended biomaterial is left to be cooled down until it returns back to solid form again. However, there are various specific weight percentage of forsterite to be used for blending with PCL in this research. These weight percentage are 0 wt. %, 2 wt. %, 4 wt. %, 6 wt. %, 8 wt. %, and 10 wt. %. While, the weight of PCL is fixed to be 60 grams for each sample.
The following eq. (1) can be used to determine the weight of forsterite based on the weight percentage above:

\[
\text{Weight of forsterite} = \frac{\text{Desired percentage of forsterite} \times 140.6931}{\text{Desired percentage of PCL} \times 10,000}
\]  

(1)

Table 1 shows the calculated value of forsterite weight for each weight percentage of forsterite.

<table>
<thead>
<tr>
<th>Weight Percentage of PCL (wt.%)</th>
<th>Weight Percentage of Forsterite (wt.%)</th>
<th>Weight of PCL (g)</th>
<th>Weight of Forsterite (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
<td>60.00</td>
<td>0.0000</td>
</tr>
<tr>
<td>98</td>
<td>2</td>
<td>60.00</td>
<td>0.0172</td>
</tr>
<tr>
<td>96</td>
<td>4</td>
<td>60.00</td>
<td>0.0352</td>
</tr>
<tr>
<td>94</td>
<td>6</td>
<td>60.00</td>
<td>0.0539</td>
</tr>
<tr>
<td>92</td>
<td>8</td>
<td>60.00</td>
<td>0.0734</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>60.00</td>
<td>0.0938</td>
</tr>
</tbody>
</table>

The blended biomaterials are then sent for Differential Scanning Calorimetry (DSC) to test the melting properties of the blended biomaterial. The main reason of doing the DSC testing is to find out the point where the blended biomaterial started to change from one state to another. So that, the melting process of the blended biomaterial can be controlled within the suitable temperature range for each different blending ratio biomaterial. The DSC testing takes about 5 mg to 10 mg of the sample to be tested, and the parameters of the DSC testing machine is shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Parameters of DSC testing machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

The blended biomaterials are melted by using hot plate with the suitable temperature, based on the DSC results. Once the blended biomaterial is melted into molten form, it will be put into a cylindrical mold as and let to be cooled down until it returns back into solid form. Then, it will be taken out from the mold and be ready for the degradation process. Each different blending ratio will only have one sample, and there will be six samples in total to be prepared for the degradation.

### 2.3 Accelerated Degradation

Sodium hydroxide (NaOH) solution is used as an accelerated degradation solution in this research, with the concentration of 5 mol/L. The NaOH is come in pallet form, but it can be easily prepared by mixing the desired amount of water with the calculated mass of the NaOH pallet. The mass of the NaOH can be obtained with eq. (2) below:
Each sample is immersed in separate test tubes containing 10 mL of 5 mol/L NaOH solution. The degradation process takes up to 12 days in total, and the time point of the degradation is set to be 3 days. All the sample will be removed from the solution and rinsed with distilled water. After that, they will be dried by using clean tissues and let them sit for about an hour until they are totally dried up. Then, each sample will be weighted and returned back to the same test tubes that they were taken out. This process is repeated every 3 days, up to 12 days [12].

2.4 Weight Loss

Weight loss from each individual sample can be obtained from the difference between the initial weight of sample at the beginning and each time point (every 3 days) using an electronic weighing scale with the resolution of 1.0 mg. The following eq. (3) is used to determine the weight loss:

\[
\text{Weight loss (\%)} = 100\% \times \frac{(W_0 - W_t)}{W_0}
\]

where \(W_0\) is the starting dry weight and \(W_t\) is the dry sample weight after removal from the solution.

3.0 Results and Discussions

As above mentioned, DSC testing is used to test the melting properties of the blended biomaterials with different weight percentage of forsterite. Graphs are generated based on the tested biomaterial. Both onset temperature and peak temperature of the tested biomaterial can be determined from the graph. On the other hand, the weight of sample on each time point is recorded up to 12 days. Graph is plotted based on the weight loss percentage within the degradation period to analyze and discuss.

3.1 DSC Testing Results

Before melting the blended biomaterials with different content of forsterite and put into the mold, the melting properties of each of them have to be determined. Knowing the melting properties of each sample is very important as it can ensure the melting process is conducted under the safe condition. Whereas, the melting properties like onset temperature and peak temperature are the key purposes of the testing. The onset temperature from the DSC curve is to determine temperature when the blended biomaterial just started to melt, and the peak temperature is where all the bigger crystals of the blended biomaterial will be melted completely. Table 3 shows the mass of sample, onset temperature, and peak temperature for all sample with different weight percentage of forsterite.
Table 3. Results obtained from DSC curve

<table>
<thead>
<tr>
<th>Forsterite Content (wt.%)</th>
<th>Mass of Sample (mg)</th>
<th>Onset Temperature (°C)</th>
<th>Peak Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.4</td>
<td>60.59</td>
<td>62.38</td>
</tr>
<tr>
<td>2</td>
<td>9.8</td>
<td>61.30</td>
<td>66.02</td>
</tr>
<tr>
<td>4</td>
<td>7.9</td>
<td>60.73</td>
<td>63.71</td>
</tr>
<tr>
<td>6</td>
<td>6.7</td>
<td>59.8</td>
<td>61.87</td>
</tr>
<tr>
<td>8</td>
<td>5.7</td>
<td>59.93</td>
<td>62.05</td>
</tr>
<tr>
<td>10</td>
<td>6.1</td>
<td>58.47</td>
<td>61.26</td>
</tr>
</tbody>
</table>

Based on the results from DSC curve in Table 3, it shows that the lowest onset temperature at 10 wt.% forsterite content, and the highest onset temperature at 2 wt.% forsterite content. Basically, the DSC curve is used to measure the enthalpy change for each blended biomaterial with different forsterite content without changing the mass. Thus, the actual factor that affects the onset temperature and the peak temperature of the sample is the mass. The greater the mass of sample, the higher the enthalpy is needed to melts the sample. However, the temperature required to melts the blended biomaterials completely is not much different from the pure PCL. The melting point of the pure PCL provided from the supplier is 60°C, and the melting point of the rest blended biomaterials did not reach higher than 67°C. Therefore, adding forsterite into PCL will not raise too much in the melting point. The hot plate temperature is set to be 80°C when melting the blended biomaterial, by taking heat loss into the consideration. As long as the temperature is kept above the peak temperature for every sample, they will be melted perfectly and completely to be put into the mold.

3.2 Weight Loss Analysis

The initial weight of the samples are all taken and recorded to compare and analyze the weight loss percentage between each sample over the degradation period. The weight loss percentage for each different synthesis ratio is calculated by using eq. (3). The weight loss percentage of the samples with 0 wt.%, 2 wt.%, 4 wt.%, 6 wt.%, 8 wt.% and 10 wt.% of forsterite content are illustrated in Table 4.

Based on the graph in Figure 2, the degradation rate of each sample is not so alike throughout the 12 days degradation, for each sample. The degradation rates of the pure PCL and PCL/forsterite (2 wt.%) sample are initially slow and then significantly faster after 6 days. It can be observed that the pure PCL degrades very slow compared to other samples that blended with forsterite. The maximum weight loss of the pure PCL is about 1.26 %, and it is occurred at day 12 of the degradation. Whereas, the PCL/forsterite (2 wt.%) only lost 1.38% of its original mass. The sample PCL/forsterite (4 wt.%) has a very uniform degradation rate, according to the graph in Figure 2. The weight loss of the sample PCL/forsterite (4 wt.%) constantly increases until end of the degradation, and the total weight loss percentage is 2.59 %. For the sample PCL/forsterite (6 wt.%), the weight loss percentage is high from the beginning to the end of the degradation. The weight loss percentage at the end of the degradation is 2.76 %, and the degradation rate is constantly increase throughout the 12 days degradation as well. In addition, the sample PCL/forsterite (6 wt.%) is also having the highest weight loss percentage among the other sample. Next, both degradation rate of sample PCL/forsterite (8 wt.%) and (10 wt.%) are having the same behavior, which is
initially fast (from 0 to 6 days), then moderate (from 6 to 9 days), and lastly the degradation rate is fast again (from 9 to 12 days).

Results show that the increment of forsterite can improve the degradation rate and weight loss during degradation. However, it is not necessary that the more the content of forsterite in the synthesized biomaterial will increase the degradation rate or weight loss percentage. The results from the degradation experiment deny the previous study which stated that the increment of forsterite in PCL/forsterite synthesized biomaterial will increase the weight loss percentage and the degradation rate [5][7][13]. This may due to some factors that affect the degradation experiment or the structure of sample. Every sample has slight difference in structure and weight, therefore the average weight of sample is used to calculate the weight loss percentage. Nonetheless, the differences in sample structure is beyond the range of control, since the sample is fabricated manually. Furthermore, the forsterite content in each sample is measured with the scale of 0.1 mg. Error might occurred during the measurement of forsterite due to the relatively less weight. The forsterite used for blending is in powder form, even if the measurement of weight is correct, there might be some particles attached on the surface of any equipment used during the measurement. Since the amount of forsterite used is very less in weight (refer to Table 1), any losses of forsterite during the measuring process will cause serious effect on the synthesized biomaterial produced.

<table>
<thead>
<tr>
<th>Duration (Days)</th>
<th>Forsterite Content (wt. %)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>Average Weight (g) 0.4512</td>
</tr>
<tr>
<td></td>
<td>Weight Loss (%)     0.00</td>
</tr>
<tr>
<td>3</td>
<td>Average Weight (g) 0.4510</td>
</tr>
<tr>
<td></td>
<td>Weight Loss (%)     0.04</td>
</tr>
<tr>
<td>6</td>
<td>Average Weight (g) 0.4507</td>
</tr>
<tr>
<td></td>
<td>Weight Loss (%)     0.11</td>
</tr>
<tr>
<td>9</td>
<td>Average Weight (g) 0.4479</td>
</tr>
<tr>
<td></td>
<td>Weight Loss (%)     0.73</td>
</tr>
<tr>
<td>12</td>
<td>Average Weight (g) 0.4455</td>
</tr>
<tr>
<td></td>
<td>Weight Loss (%)     1.26</td>
</tr>
</tbody>
</table>
4.0 Conclusion

This research validates the previous work that has been done on the same blended biomaterial, forsterite-PCL synthesized biomaterial can degrades better than the pure PCL. As hypothesis of this research, the increment of forsterite content will increase the weight loss as well. However, the weight loss percentage of the blended biomaterial is very little. In future, the sample could be prepared in scaffold form to enhance the degradation process. The forsterite content can still be increased, as long as it doesn’t goes over 30 wt. % to cause inferior mechanical properties to the blended biomaterial. Alternatively, the period of degradation can be increased up to the actual degradation rate instead of using accelerated degradation. So that, the results produced can be more precise and easier to be analyzed.
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Abstract
The impacts of improving the aerodynamic performance of the aerofoil for wind turbine blade will result to an increase in the energy output efficiency produced by the wind turbine. The cyclic fatigue that is formed on the blade of the aerofoil will be reduced as the size of the blade and the static loading acting on it is reduced. This reduction in size will subsequently follow in a reduction of material and cost of the entire wind turbine system as the blade is the most critical part. The purpose of this study is to investigate the relationship of dimples shape and sizes on a S833 3D aerofoil which affect the aerodynamic performance of the aerofoil. The ratio of the coefficient of lift to that of the drag is defined as the aerodynamic performance of the aerofoil. Dimples on the surface of the aerofoil enables to reduce drag pressure as the wake region of the boundary layer of the fluid is reduced. In addition to that, the dimples cause a delay of the separation point of the boundary layer at different angle of attack of the aerofoil and also allows a smooth transition of the fluid flow from laminar to turbulent over the surface of the aerofoil. Moreover, the aerofoil is numerically analysed at different angle of attack 0° to 20° at a constant Reynolds number. The shape of the dimple has been determine from previous studies conducted which is round spherical dimple. Based on the result, the most suitable size of the dimple was determined which is 2 mm.

Keywords: Aerodynamic performance, 3D aerofoil, numerical analysis, wind turbine blade s833, dimples.
1. Introduction

Most wind turbine uses the principle of lift for the aerofoil blade since it is more efficient in terms of aerodynamics. [1]. Firstly, the lift and drag coefficients are related to the pressure variations along the surface of the aerofoil and secondly, to the friction between the fluid and the aerofoil. The shear stress distribution is related to the friction over the surface body of the aerofoil and is independent of the aerofoil shape [2]. On the other hand, pressure variation is related to the air velocity which is in accordance with the Bernoulli’s principle. The equation is as mathematically shown below where the $p$ is the static pressure and $U$ is the local velocity along the aerofoil and $\rho$ is the density of the fluid [3].

$$p + \frac{1}{2}\rho U^2 = \text{constant}$$  \hspace{1cm} (1)

One of the most significant problems faced in aerodynamics is the flow separation which ultimately result in the stall condition whereby there is a sudden loss of the lift. The flow separation is caused to the due shear stress by skin friction of the aerofoil surface and the fluid. This flow separation produces a phenomenon as pressure drag [2]. This sudden loss of lift can be devastating for a wind turbine whereby it uses the concept of lift for the rotation of the blade to produce electricity. The stall is the defined as the hardest point in the angle of attack to overcome whereby it comes just after the maximum lift of the aerofoil. The separation point has a great impact on the performance of the aerofoil whereby a delay in the separation of the boundary layer results in an increase of the in the lift at a high angle of attack [4].

![Figure 1: The effect of dimples on fluid flow [2].](image)
Based on the concept of the dimple on the surface of a golf, past studies conducted showed that a golf ball with a dimpled surface can travel higher and further distance than a smooth surface golf ball. This is because the dimpled surface causes turbulence at low Reynolds number resulting in extra momentum and energy to the boundary layer and hence delaying the flow separation [5]. Due to the effect of delaying the separation flow of the boundary layer of the fluid, there is a reduction in the wake areas and reducing the pressure drag as shown in Figure 1. The dimples on aerofoil are significant as the angle of attack increase and function with the same principle as vortex generators [5]. Hence, a reduction in the drag results in an increase of the aerodynamic performance which is defined as the ratio of the lift to that of the drag.

2. Research Methodology

The first objective in the selection of the aerofoil for the wind turbine blade is a high lift coefficient and secondly is the low profile drag coefficient. Moreover, for a range of 1 m to 3 m diameter at variable pitch and speed for a Horizontal Axis Wind Turbine (HAWT), the aerofoil family of S833, S834 and S835 aerofoils are the most appropriate for inaudible, thick and natural-laminar flow which provide a high lift coefficient to drag ratio. [6]. The s833 aerofoil is selected to examine the impact of dimples shape, size and position on an aerofoil as shown below.

A steady state analysis is considered for the simulation of the aerofoil. Based on the calculation of the Reynolds Number as shown in equation below, the flow of the fluid over the aerofoil is assumed to be fully turbulent. Moreover, all the case studies are carried out at the same Reynolds number and the CAD model is done in Solidworks 2014 and simulations are carried in ANSYS Fluent 2014.

\[
Reynold's \ Number \ \frac{\rho ul}{\mu} = \frac{1000 \times 20 \times 0.12}{1.789 \times 10^{-5}} = 1.342 \times 10^5
\]

2.1 Features of Dimple

3.1.1 Shape of Dimple

Based on the previous studies conducted, a circular spherical shape of the dimple has showed a better aerodynamic performance compare to other shape configurations. The result of the simulation also demonstrated that the turbulence caused at the boundary layer is due to the circular motion of the random particles of the fluid forming the vortex caused by the round dimples [7]. Furthermore, another study concluded that the spherical round dimple are shallow in depth and flat to ensure a better transitional flow from laminar over the surface of the aerofoil and the angle between the angle between the surface of the aerofoil and dimple is high which causing the shear in the fluid boundary layer [8]. A semi-circular shaped dimple compared to a squared shaped dimple produce a higher lift at a low velocity [9]. Hence, selecting a round dimple provide a better aerodynamic performance compared to other shapes.
2.1.1 Size of Dimple

The sizes of the spherical dimple that are taken into consideration range between 2 mm to 4 mm diameter since the objective is to increase the aerodynamic performance. A dimple which is too small in size will not have any effect on the aerodynamic performance as the fluid flow over the aerofoil will not be altered from laminar to turbulent and on the other hand, a dimple which is too big in dimension will cause an increase in the drag of the aerofoil by increasing the skin friction resulting in turbulence flow and thus increase the pressure drag due to viscosity.

3.1 Computational fluid domain, meshing and Boundary condition

The computational fluid domain is a C-shaped domain consist of a circular and rectangular shapes around the aerofoil and at the trailing edge respectively as shown in Figure 2. The different shapes in the C shaped domain for the aerofoil allow to mesh at a fine element size around the aerofoil for better accuracy of the results. The C domain has a dimension of 2 m radius and length of 2 m length for the rectangular shape in order to study the wake region formed and the turbulence in the flow of the fluid.

![Figure 2: Computational fluid domain for aerofoil](image)

The meshing of the computational fluid domain and the dimples are as shown below. Tetrahedral mesh are used to mesh the computational fluid domain and the mesh control is paved on the surface of the aerofoil as shown in Figure 3 and Figure 4 which form the mesh to be a hexahedral mesh on the surface of the aerofoil and surface of the dimple. The inlet is defined as velocity inlet of 20 m/s, the outlets are defined as pressure outlets and the wall of the domain is assigned as adiabatic boundary. Moreover, the solver used is the Sparlat-Allmaras since it is designed for aerofoil and based on the objective of the paper which is to study the aerodynamic performance of the aerofoil. All simulations are carried out at a constant Reynolds number with velocity 20 m/s and dynamic viscosity
of $1.78 \times 10^{-5}$ Pa·s and density of air at 1.235 kg/m$^3$. All the aerofoil is simulated at different angle of attack of 0°, 5°, 10°, 15° and 20° and both the lift and drag are monitored for the solution at surface of the aerofoil.

Figure 3: Meshing of dimples

Figure 4: Meshing of aerofoil computational domain

3. Result and discussion

The graph of the coefficient of lift against the angle of attack of the s833 aerofoil for dimple sizes shows that the smooth aerofoil has a lower coefficient of lift compared to the dimpled surfaces of dimple size 2 mm to 4 mm. This is because the coefficient of lift is related to the surface of the aerofoil and to the shape of the aerofoil and whereby in this case the surface has been altered. The dimpled aerofoil cause an increase in the coefficient of lift as the boundary layer of air over the aerofoil surface is changed from laminar to turbulent, thereby increasing the velocity of fluid flow the over the convex shape at the leading edge of the aerofoil. The dimples on the surface of the aerofoil cause a decrease in the shear which is related to the viscosity at the boundary layer and the velocity of the fluid since the fluid as to over a lower shear force between the surface of the aerofoil and fluid. As the shear of the fluid is lower, the velocity travelling over the surface of the aerofoil is increase and consequently increase of the coefficient of lift. The smooth aerofoil has a lower coefficient of lift as the shear is much higher since the flow of the fluid over the surface of the aerofoil is laminar in the boundary layer and the contact between the surface of the aerofoil and the fluid wall is ‘sticky’. At high of attack the dimple has no effect since the coefficient of lift is dependent upon the shape of the aerofoil and as the aerofoil consist of a thick leading edge.
Figure 5: Graph of Coefficient of lift against the angle of attack for dimples sizes

Figure 6: Graph of Coefficient of drag against Angle of attack for dimple sizes

The graph of coefficient of drag against the angle of attack for dimples sizes shows that the smooth aerofoil has a higher drag compared to the dimpled aerofoil as the angle of attack increases to 20°. The dimples on the surface of the aerofoil cause a change in the flow of the fluid from laminar to transitional and finally turbulent at the boundary layer. At angle of the attack 0°, the coefficient of drag is lower since the fluid flow over the entire surface of the aerofoil from the leading edge to the trailing edge and a laminar flow is
formed compared to the dimpled surface at 0° angle of attack, the boundary layer has been alter to turbulent which cause an increase in the drag coefficient as it increase the skin friction. Furthermore, as the angle of attack increases, from 5° to 15°, the coefficient of drag is reduced for dimpled aerofoil compared to smooth aerofoil since the dimples delays the flow separation of the fluid at the boundary layer and cause a smaller wake region due to better recirculation of fluid at the trailing edge. The wake region is caused due to a sudden flow separation resulting in adverse pressure gradient and thus increasing drag. The turbulence formed in the boundary layer of the fluid provide a better recirculation of the fluid in the wake region. At angle of attack 20°, the coefficient of drag of the dimpled aerofoil is approximately the equal to that of the smooth aerofoil as the wake region formed at the trailing edge of the aerofoil is too large and the turbulent flow formed by the dimples is not sufficient to fill in the ‘vacuum space’.

**Figure 7:** A graph of Aerodynamic performance against the Angle of attack for dimple size.

The graph of the aerodynamic performance against the angle of attack for dimple sizes show that the dimples of diameter 2 mm has a better aerodynamic performance compare to the other dimples sizes and the smooth aerofoil. At 0 angle of attack the aerodynamic performance of aerofoil is approximately the equal for the different dimples sizes and the smooth aerofoil. All dimpled aerofoil demonstrate a better aerodynamic performance compared to the smooth aerofoil as the angle of attack increases. As the angle of attack increase from 0 to 20, the dimples size of 2 mm diameter shows a better aerodynamic performance compared to the other dimples sizes since the change in flow of the fluid in the boundary layer from laminar to turbulent and is sufficient to accommodate for the recirculation of the fluid in the wake region decreasing the coefficient of drag. The aerodynamic performance is maximum at an angle of attack 10 since that angle of attack
the coefficient of drag is the lowest and coefficient of lift is relatively high. Furthermore, at the stall condition which occur after the an angle of attack of 10° whereby there is a sudden drop in the coefficient of lift, the dimpled aerofoil of 2 mm demonstrate a better aerodynamic performance relative to the other dimples sizes and smooth aerofoil.

4. Conclusion

To conclude, the relationship of dimples shape showed by previous study that round spherical dimple increase the aerodynamic performance to other configuration due to better flow. In addition to that, the study conducted on the dimple sizes demonstrate that dimples of diameter 2 mm provide a better aerodynamic performance than other dimple dimensions. The dimple change the boundary layer from laminar to turbulent thus reducing shear and increases the velocity which produces a lower downward pressure. The drag is greatly reduced as it enables the recirculation of the fluid in the void space at the trailing edge and a smaller wake region is formed.
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Abstract
Recently, one of the new expanding areas is the Nanomaterial suspensions in liquid (nanofluid) in technology (nanotechnology). It can be applied in wide applications especially in thermal and electrical conductivity. This research project will be focused on graphene oxide nanofluid preparation and how to use it as an electrolyte of a flow battery. The research project is conducted to answer research questions of how to produce a stable and homogenous graphene oxide nanofluid and how graphene oxide nanofluid generate electricity and become a flow battery. The preparation of graphene oxide was carried out by using the simplified Hummer’s method. The step taken to produce graphene oxide nanofluid from the prepared graphene oxide sheets is by the two-step preparation method. The significant factor that needs to be taken care of about nanofluid is to make it stable and homogenous throughout the application of experiment to get an accurate result. The method used to produce stable and homogenous graphene oxide nanofluid was by using ultarsasonification method and pH control method. After the preparation of the nanofluid, the nanofluid has been used as an electrolyte for a flow battery to generate electricity out of it and to measure the current and power of the battery. The result of the experiment was recorded and shows that the electric current and power depends on the volume fraction of the nanofluid.
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1. Introduction

The technology advancement and engineering development have led to abundance of solution for challenges occurring now and in the future. Recently, one of the new expanding areas is the nanomaterial suspensions in liquid in technology. It can be applied in a wide application of technologies such as energy generation and storage, thermal management, lubrication, and biomedical. Having the unique and variety characteristics of the nanomaterials make it desirable for engineering purposes [1]. Nanofluid materials have become one of the solutions for expensive thermal management size increment acting as an effective novelty coolant to provide heat dissipation in lower cost [2].
Primarily, the term ‘nanofluid’ was found by two researchers, Choi and Eastman. It refers to fluids that contain dissipated nanosized particles with a characteristic possessing high thermal management and thermal conductivity. It will be expected to become one of the best advanced heat transfer fluids with required temperature in many applications such as heat exchanger system and solar collectors. The tiny size of the nanoparticles can have higher thermal conductivity compared to the bigger size particles at specific concentrations. The uniqueness of physical and chemical characteristic of nanofluid makes it covetable and can be used in many different applications in the industries [3]. Nanofluid is usually produced by two–step preparation method. The nanoparticles and the base fluids are prepared separately and then mixed together to produce the nanofluid. After dispersion, due to high van der Waals interaction, there are probabilities that the nanoparticles will sediment forming a two layered solution. This can be treated by few ways such as surfactants addition, surface modification and pH control are some of the methods to ensure the stability of the nanofluid [4].

Graphene oxide is a recent emerging type of nanofluid used in many applications, more specific to this research is using as electrolyte to conduct electricity [5]. Graphene is a 2D sp2 nanostructure material meaning that it is two dimensional and one atom thick bonded by sp2 hybridized orbital. Graphene is an ideal material for electrode because it has high specific surface area due to chemical stability and good conductor of heat and electricity [6]. The inferior side of graphene is the material is not very stable in water because of its hydrophobic property and usually creating two phase suspension. Graphene oxide is preferable because it is more stable in water due to its hydrophilic nature [7].

Brodie’s and Hummer’s method can be used to oxidize graphene to become graphene oxide. The main process in Brodie’s method is potassium chlorate (KCLO3)-fuming nitric acid (HNO3) whereas Hummer’s method using graphene to react with mixture of potassium permanganate (KMnO4) and concentrated sulfuric acid (H2SO4) [8].

Flow batteries have their own special features compared to other types of electrochemical energy storage such as Li-ion batteries, Ni-metal batteries, capacitors and super-capacitors because it fitted into the category of large-scale energy storage. They can be charged and discharged heavily. Besides, they also have a long lifetime and can be designed easily in a large scale referred to the module design. They behave differently compared to the other types of battery systems because the energy stored inside the electrolyte and the storage capacity determined by the concentration and volume of the electrolyte. Flow batteries converts chemical energy to electrical energy using electrolyte that carry one or more dissolved electro-active elements [9]. There is a research finding regarding graphene oxide nanofluid that can be used as electrode to conduct electricity [7]. Thus, this project aims to represent graphene oxide nanofluid as a flow battery.
2. Research Methodology

2.1 Preparation of graphene oxide nanofluid

Initially the graphite material was treated with sulphuric acid (H₂SO₄) and phosphoric acid (H₃PO₄) with both having 98% concentration. The solution was stirred to make sure it dispersed evenly inside the beaker. While stirring, potassium permanganate (KMnO₄) with 99.9% purity was added gradually inside the beaker. Precaution step has to be taken during the addition of KMnO₄ as the reaction may be explosive. The solution is left to stir for about three days [10].

After three days, hydrogen peroxide (H₂O₂) with 30% concentration was added to the solution. The addition need to be done in ice bath to cool down the solution as the step can give rise to temperature. After that, the solution was left to stir for 10 minutes. Next, the solution has been washed 3 times using 1 mole of hydrochloric acid and followed by distilled water until it reached natural pH which is around 6-7 pH. This step was done in centrifuge. Observation has been done as the colour of graphene oxide suspension will change from bright yellow to light brown and then dark brown. The solution also will turn from a less viscous solution to a more viscous one like jelly.

After that, the solution was dried inside an oven at 50°C to remove water molecules inside the solution. The temperature should not be higher than 50°C because high temperature could denature functional groups in graphene oxide and it may become reduced graphene oxide. The process will take over for 24 hours. Figure 6 shows the overall process to prepare graphene oxide [11].

Finally, the step taken to produce graphene oxide nanofluid from the prepared graphene oxide sheets is by the two-step preparation method. Graphene oxide sheets are dispersed in deionized water to produce the graphene oxide nanofluid. Then the solution is ultrasonicated for 60 minutes with 37 kHz frequency to produce a stable and homogenous nanofluid and the pH was controlled to be around 7 by adding drops of sodium hydroxide (NaOH) solution to ensure the stability of the nanofluid. Equation 1 shows the formula used to calculate volume fraction of graphene oxide nanofluid.

\[
\text{vol\%} = \frac{M_{\text{GO}}}{\rho_{\text{GO}} \times M_{\text{WATER}}/\rho_{\text{WATER}}} \times 100\% \quad (1)
\]

The density of graphene oxide used is 2.62g/cm³ and the volume of distilled water used in the experiment was fixed to 300ml throughout the experiment. By varying the mass of graphene oxide, the desired volume fraction was prepared [12].

2.2 Creating Prototype of flow battery

Flow battery used the concept of electrochemical energy storage with the energy stored in liquid form and held separate from the actual battery cell. This device
called of flow battery has two electrolytes which is positive and negative. It works by pumping liquid electrolytes pass the membrane where a chemical reaction releases the electrons that supply power in the form of electricity. The advantage of this flow battery design is that it can be scaled up the container of the electrolyte according to how many hours of electricity need to store. The bigger the tanks the more energy it could store. The prototype of flow battery was build using PVC pipe. This materials was used because it has good chemical resistant and can store liquid without easily been leaked. Figure 1 shows the prototype build for flow battery.

![Figure 1: Prototype of flow battery](image)

The main focus of this research project which is graphene oxide nanofluid was set to be an electrolyte at the cathode part while a fixed value of 300ml of 0.5 mol of sodium chloride (NaCl) for the anode part was used throughout the study. NaCl was used as another electrolyte because of the characteristics of it which is a good conductor of electricity. There was an experiment conducted which proved that salt water could generate voltage when it flows thorough a graphene sheet showing that it could generate electricity when reacted together. It is also being used as an electrolyte in the Aluminium-air battery [13]. The ion selective membrane used was the Nafion proton exchange membrane. Nafion proton exchange membrane is normally used for electrochemical cell for ion exchange membrane including the vanadium redox flow battery. Proton exchange membrane is a semipermeable membrane which permeable to protons but does not conducting electrons [14]. Carbon felt was used as electrode for the experiment because it has good capability of transferring electron and conduct electricity [8].

### 2.3 Measurement of the current and power generated

The voltage was measured using digital meter by using a circuit with a 0.99 M ohm resistor. The resistor was needed to measure a small voltage passing through the circuit. Figure 2 shows how the experiment was set up.
The Current and power generated by the battery was calculated using equation 2 and 3 below where $V$ is the voltage, $I$ is current and $P$ is the power.

\[ I = \frac{V}{R} \]  
(2)

\[ P = VI \]  
(3)

3. Results and Discussions
3.1 FTIR spectrometer Analysis

Figure 3 illustrates the result of Fourier transform infrared spectroscopy (FTIR) spectrometer of graphene oxide sheets. The result simply shows the present of oxygen and water containing functional groups in the element. The peak at 1065 cm$^{-1}$ is due to C-O present in the lattice. The peak at 1375 cm$^{-1}$ shows the C=O which is the carboxyl functional group. In addition, the sharp peak at 1619 cm$^{-1}$ shows the present of C=C in the lattice. Finally the stretching peak around 3600 to 3200 cm$^{-1}$ confirms the present of hydroxyl functional groups.
3.2 Stability of Graphene Oxide

Stability of nanofluids can be determined by its zeta potential value and how far the distance from the isoelectric point (IEP). When the zeta potential value of the nanofluids is close to IEP, the electrostatic value will be less because IEP is the point where there is no net electrical charge. This will cause higher attraction forces between particles and it will bring to sedimentation. Zeta potential value is the degree of repulsion of same charged particles contained in solution. Higher zeta potential value means higher electrostatic force compare to the force of attraction between particles and this will make the nanofluids more stable in time.

The methods used to produce a stable graphene oxide nanofluids are by controlling the pH of solution and ultrasonication. The pH of solution is adjusted to be around 7 by adding drops of low concentrated Sodium Hydroxide solution. Besides that, ultrasonication method also used to produce the nanofluids. The duration and the frequency of ultrasonicication can affect the production of nanofluids. Thus, 60 minutes of duration with 37 kHz of frequency are used to prepare the graphene oxide nanofluids. Table 4.1 shows the result of stability of samples.

Table 4.1 Stability of samples

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Concentration volume</th>
<th>Initial pH</th>
<th>Final pH</th>
<th>Stability (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0127</td>
<td>4.5</td>
<td>7.0</td>
<td>&gt;30</td>
</tr>
<tr>
<td>2</td>
<td>0.0254</td>
<td>4.3</td>
<td>7.0</td>
<td>&gt;30</td>
</tr>
<tr>
<td>3</td>
<td>0.0382</td>
<td>4.6</td>
<td>7.0</td>
<td>&gt;30</td>
</tr>
<tr>
<td>4</td>
<td>0.0509</td>
<td>4.4</td>
<td>7.0</td>
<td>&gt;30</td>
</tr>
<tr>
<td>5</td>
<td>0.0636</td>
<td>4.2</td>
<td>7.0</td>
<td>&gt;30</td>
</tr>
<tr>
<td>6</td>
<td>0.0763</td>
<td>4.1</td>
<td>7.0</td>
<td>&gt;30</td>
</tr>
<tr>
<td>7</td>
<td>0.089</td>
<td>4.4</td>
<td>7.0</td>
<td>&gt;30</td>
</tr>
</tbody>
</table>
Based on observation from figure 4.2, no clear sedimentation occurs from all samples prepared meaning that all samples that prepared are stable but it can be seen that the color of the nanofluids have a little change from dark brown to a lighter brown through period of times. The nanofluids are considered not stable if sedimentation occurs. Before it sediments, the sample color will slowly changes from dark brown to light brown and finally solid particles will be seen clearly on the bottom of the container. By observing the samples it can be suggested that using pH of 7 and 60 minutes of 37 Hz ultrasonication can be a solution to produce a stable GO nanofluid for more than 30 days for these volume fractions.
3.2 Electric current and power produced

The electric current generated by graphene oxide nanofluid with different volume fraction is measured on the 1st day after ultrasonication and the results are recorded. Table 4.2 and figure 4.3 show the results obtained from the experiment. The
table and the figure show that the electrical current generated by the graphene oxide nanofluid depends on the volume fraction of nanoparticles dispersed in the solution. The higher the volume fraction, the higher the electricity generated by the nanofluid. The highest value of current recorded was 0.621 µA with volume fraction of 0.089%. The lowest value recorded was 0.493 µA with volume fraction 0.0127%.

<table>
<thead>
<tr>
<th>Volume fraction (%)</th>
<th>Current (µA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0127</td>
<td>0.493</td>
</tr>
<tr>
<td>0.0254</td>
<td>0.512</td>
</tr>
<tr>
<td>0.0382</td>
<td>0.53</td>
</tr>
<tr>
<td>0.0509</td>
<td>0.556</td>
</tr>
<tr>
<td>0.0636</td>
<td>0.585</td>
</tr>
<tr>
<td>0.0763</td>
<td>0.599</td>
</tr>
<tr>
<td>0.089</td>
<td>0.621</td>
</tr>
</tbody>
</table>

Figure 4.3 Current produced with different volume fraction

Figure 4.4 shows the same pattern of results, directly proportional between volume fraction and current produced when being tested with different period of times which is 1 day, 7 days, 14 days, 21 days, and 30 days. The test conducted to study the effect of stability on the amount of current produced. The results show that the amount of current generated was reduced when the number of days increased. From the graph plotted it appears to have bigger gap towards the end of 30 days compared to initial period. Even though the nanofluids are still considered to be stable, the amount of current generated are decreasing through period of times showing that the stability of nanofluids are slowly reduced by time. The result indicated that the highest series of result was delivered during 1st day and the lowest during the 30th day.
Table 4.3 Current produced by different volume fraction through period of times

<table>
<thead>
<tr>
<th>volume fraction</th>
<th>1 day</th>
<th>7 days</th>
<th>14 days</th>
<th>21 days</th>
<th>30 days</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0127</td>
<td>0.493</td>
<td>0.4778</td>
<td>0.455</td>
<td>0.43</td>
<td>0.385</td>
</tr>
<tr>
<td>0.0254</td>
<td>0.512</td>
<td>0.505</td>
<td>0.489</td>
<td>0.474</td>
<td>0.426</td>
</tr>
<tr>
<td>0.0382</td>
<td>0.53</td>
<td>0.523</td>
<td>0.497</td>
<td>0.458</td>
<td>0.422</td>
</tr>
<tr>
<td>0.0509</td>
<td>0.556</td>
<td>0.556</td>
<td>0.516</td>
<td>0.506</td>
<td>0.451</td>
</tr>
<tr>
<td>0.0636</td>
<td>0.585</td>
<td>0.544</td>
<td>0.576</td>
<td>0.558</td>
<td>0.49</td>
</tr>
<tr>
<td>0.0763</td>
<td>0.599</td>
<td>0.591</td>
<td>0.572</td>
<td>0.599</td>
<td>0.505</td>
</tr>
<tr>
<td>0.089</td>
<td>0.621</td>
<td>0.608</td>
<td>0.581</td>
<td>0.536</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Figure 4.4 Current produced with different volume fraction through period of times

Electric power is the rate of energy transferred in an electric circuit. The power generated by the graphene oxide flow battery was calculated using the value of current and voltage. The table and figure show the results obtained from the study. Table 4.4 and figure 4.5 show that the power generated by the nanofluid battery depends on the volume fraction of the nanofluid. The higher the volume fraction of graphene oxide nanofluid, the higher the power generated. The highest power recorded in this study was 0.382 µW with 0.089% volume fraction and the lowest was 0.241µW with 0.0127% volume fraction. Figure shows the power generated by GO nanofluid measured during period of times. The results indicate the exact same trend of directly proportional same as the current result shown before.
Table 4.4 Experimental results

<table>
<thead>
<tr>
<th>Volume fraction (%)</th>
<th>Voltage (v)</th>
<th>Current (µA)</th>
<th>Power (πW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0127</td>
<td>0.488</td>
<td>0.493</td>
<td>0.241</td>
</tr>
<tr>
<td>0.0254</td>
<td>0.507</td>
<td>0.512</td>
<td>0.26</td>
</tr>
<tr>
<td>0.0382</td>
<td>0.525</td>
<td>0.53</td>
<td>0.278</td>
</tr>
<tr>
<td>0.0509</td>
<td>0.55</td>
<td>0.556</td>
<td>0.301</td>
</tr>
<tr>
<td>0.0636</td>
<td>0.579</td>
<td>0.585</td>
<td>0.339</td>
</tr>
<tr>
<td>0.0763</td>
<td>0.593</td>
<td>0.599</td>
<td>0.355</td>
</tr>
<tr>
<td>0.089</td>
<td>0.615</td>
<td>0.621</td>
<td>0.382</td>
</tr>
</tbody>
</table>

Figure 4.5 Power generated with different volume fraction

The current produced by the nanofluid battery is determined by the number of ions inside GO nanofluid and NaCl solution that reacted within the system. The voltage of the battery depends on the total difference in chemical potential between the two chemical solutions and electrolytes in the battery. Hence, the power developed by the battery is the product between the total current and total voltage delivered in the battery. Table 4.5 and figure 4.6 indicated that the power delivered by the nanofluid battery is increasing with higher volume fraction but the amount of power developed is reduced through period of times. The same pattern observed as the electric current result. The highest series of result was during the 1st day and the lowest was during the 30th of measurement.
Table 4.5 Power produced by different volume fraction through period of times

<table>
<thead>
<tr>
<th>volume fraction</th>
<th>Power (πW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 day</td>
</tr>
<tr>
<td>0.0127</td>
<td>0.241</td>
</tr>
<tr>
<td>0.0254</td>
<td>0.26</td>
</tr>
<tr>
<td>0.0382</td>
<td>0.278</td>
</tr>
<tr>
<td>0.0509</td>
<td>0.301</td>
</tr>
<tr>
<td>0.0636</td>
<td>0.339</td>
</tr>
<tr>
<td>0.0763</td>
<td>0.355</td>
</tr>
<tr>
<td>0.089</td>
<td>0.382</td>
</tr>
</tbody>
</table>

Figure 4.6 Power generated with different volume fraction through period of times

Electric current and power produced depends on the volume fraction of nanoparticles dispersed in the solution. This is because when the volume fraction increases, ionic concentration inside the solution increases giving more chance for the ions to react and carry charges thus produced greater amount of electricity.

Based on theory of colloidal suspension, the factors that affect current generation and conductivity of nanofluid are the formation of dielectric layer on the surface of particles and net electric charge of particles. Formation of EDL depends on two factors, ionic concentration of solution and volume concentration of particles [22ts. electric charge on the surface of particles will form once the nanoparticles are dispersed in solution. This electric charge will attract the oppositely charged ions to form the charged diffuse layer around the particle which is called the electrical double layer. Based on this experiment, electric charges are formed once the GO nanoparticles are dispersed in the base fluid and will be attracted by the oppositely charged particles from NaCl solution through the proton exchange membrane to form EDL. The membrane only allows charged particles to pass through it and prevent the two solutions from mixing with each other.
Besides, net electric charges also affect the formation of EDL of particles. When the amount of ions inside the solution is high, there are enough ions to compensate the electric charges of particles. Thus lower the electrical density on the particles surfaces and EDL will be formed easier.

In addition, when the nanoparticles are stable and homogenously dispersed in base fluid, it will make a better electrophoretic mobility which is better motion of dispersed particles in fluid. Better electrophoretic mobility will result in better movement of ions in the solution. This will leads to improvement of current generation and conductivity of nanofluid. This explains why the electric current and power generated by the nanofluid reduced when measured through period of times as the stability of the nanofluid also decreasing.

The main limitation in the results shown is the current and power produced by the nanofluid flow battery is still considered low compared to the commercial types of batteries. The rate current produced depends on the reaction of chemicals which is the reduction and oxidation reactions. During discharge process, oxidation reaction will release electron from anode or negative side of the flow battery. The electron will moves through circuit and then will be accepted by cathode or positive side of the battery via reduction process. In this particular experiment, the cathode side of the battery which is GO nanofluid need to reduce to be able to generate electricity. But the tendency of all GO particles to undergoes reduction process is low due to the stable and inert nature of GO. Future works can be done on the suitable method to reduce GO while measuring the electricity and without disturbing the stability of the nanofluid.

7. Conclusions

In conclusion, the results obtained from this study gave the basic knowledge regarding graphene oxide and the method suitable to produce stable and homogenous graphene oxide nanofluid. Besides that, it suggests that the electric current and power produced depends on the volume fraction of the nanofluid based on volume fraction of 0.0127-0.089%. Even though there are still many question remain open, the findings can help in future studies regarding nanofluid flow battery especially when using graphene oxide as electrolyte. The main drawback and limitation of this study is it only covers until about 0.09% of volume fraction. Future studies can be done to know the effect of having more or less volume fraction of graphene oxide nanofluid. Besides that, future studies can be done using other type of nanofluid instead of graphene oxide conceivably it can generate higher electricity.
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Abstract

Over the past decades, engines powered by fossil fuel have been a crucial issue due to the emission of gasses such as carbon monoxide and nitrogen oxide which are very harmful to human health. Consequently, engineers have been working on identifying alternative sources of energy for engines that would lead to the reduction of air pollution. One of these alternatives involves the use of compressed air. However, compressed air engines (CAE) are still in the developmental stage as the power output generated is generally low. Nonetheless, compressed air engines are a cheaper alternative besides resulting in less pollution on the road. This study is conducted to identify the most suitable method of modifying a motorcycle single cylinder internal combustion engine (ICE) into a CAE that would operate at optimum performance. Besides, this study also aims to identify whether a CAE is able to provide similar power output as an internal combustion engine of the same size. A motorcycle single cylinder ICE would be tested on a dynamometer to obtain the engine performance characteristic curve which includes the horsepower and torque while running at different revolutions per minute (RPM). The engine would then be converted into a CAE by attaching the compressed air hose to the intake pipe. The engine would be supplied with compressed air from a pressure of 7 to 10 bars for testing. At the end of the study, it is expected that an ICE has been successfully converted into a fully functioning CAE running at optimal performance. A comparison of the performance characteristics has been made for both engines in the form of graphs and mathematical calculations. Based on the experiments conducted, the CAE is not capable of producing similar performance as the ICE for the engine that has been tested. The ICE produces 15.51 hp at 9353 RPM and torque of 12.58 Nm at 8031 RPM while the maximum CAE performance is obtained when the supply compressed air pressure is at 10 bar which is 2.71 hp and 7.03 Nm. Though the CAE performance is not significant, it would be a feasible alternative for single passenger vehicles in densely populated cities as it does not emit harmful gasses that would pollute the environment and also high powered engines are not a feasible choice to be used in cities with massive traffic congestions.

Keywords: Compressed air engine, single cylinder engine, horsepower, torque, pollution reduction
1. Introduction

Emission from engines using fossil fuel as its power source has been a crucial issue in the past few decades due to the harmful gases that are emitted by the engine. These gases cause air pollution that can be harmful to human health when inhaled. Engineers and scientists have been working hard in reducing emission from engines especially vehicle engines. Policy makers all over the globe are continuously pushing for solutions for vehicles to run on alternative sources of energy rather than petroleum.

The next possible method to reduce emissions would be creating engines that are powered by compressed air. Since this is a relatively new technology, existing ICE can be modified to be a CAE. Engineers worldwide has begun work on developing CAE as it does not produce any air or noise pollution because there is no burning of fossil fuel involved. The usage of CAE would be very beneficial for single passenger vehicles used in cities where air pollution is a major crisis.

The purpose of conducting this experiment is to identify the best approach to modify an existing ICE into a CAE that will provide optimal performance. Besides, the engine has to be converted in the most cost effective method to ensure the cost of operation and maintenance is kept to a minimum.

1.1 Engine Working Mechanism

Fig. 1 shows the basic layout of a single cylinder CAE. The engine consist of an intake valve, exhaust valve, piston head, connecting rod/link, flywheel and crankshaft. The processes that take place in a CAE are intake and exhaust only. During the intake process, the intake valve will be open when the piston reaches the top dead centre (TDC) while the exhaust valve is closed. The compressed air would flow into the cylinder during this period to push the piston to the bottom dead centre (BDC) which produces the power stroke. The exhaust valve will then be opened as soon as the piston reaches the BDC while the intake valve would close. The piston moves from the BDC to the TDC to discharge the compressed air inside the cylinder. This is possible because the pressure inside the cylinder is higher than the atmospheric air pressure. The intake process starts again when the piston reaches the top dead centre [1].

Figure 1. Basic layout of single cylinder CAE [1]
1.2. Advantages and Disadvantages of CAE

CAE are considered better than ICE because no fuel is needed. Thus it is cost efficient and do not cause any pollution. Engines which are powered by compressed air are generally powered by electricity as compressors are used to compress air and store it inside a tank. Besides, the temperature generated from CAE is relatively low compared to vehicles that are powered by ICE or electric motors. Thus, a cooling system is not needed for vehicles that are powered by CAE and this helps in reducing the cost of manufacturing the entire vehicle. Furthermore, vehicles powered by CAE take a shorter time to fill up compressed air inside the tank compared to electric vehicles which requires a few hours to recharge the batteries. The most significant advantage of CAE vehicles is its cost to run the vehicle. It is cheaper to obtain compressed air compared to petrol or charging up batteries. Every engine has its own disadvantages including the CAE. The major disadvantage of a CAE is that it uses an indirect form of energy where air needs to be compressed first before it can produce a desired output. This is because electricity is needed for a compressor to compress air and to fill up a tank. The conversion of energy that takes place will cause some losses in the form of heat and sound [2].

1.3 CAE Performance Characteristics

In a study done by Huang et al. [3], a 100cc 4 stroke single cylinder motorcycle engine produced by KYMCO was converted into a CAE and it was tested at compressed air pressure between the range of 5 to 9 bars. The engine was not tested as an internal combustion setup but based on the specification by the manufacturer; the engine produces peak power of 5.6 kW at 7500 rpm and peak torque of 7.44 Nm at 6000 rpm. The engine was modified from 4 strokes to 2 strokes using a cam mechanism which is driven by the crankshaft. This modification had caused the intake and exhaust valve lift to reduce from 5 mm to 2 mm. The reduce lift had cause a restriction of the air flow rate entering the engine and exiting the combustion chamber. In the experiment conducted by Huang, the engine produces its highest output of 0.95 kW at 9 bar and 1320 rpm. At the same pressure, the highest torque obtained is 9.99 Nm. However, this torque value was obtained when the engine is running at a speed of 465 rpm. This shows that the CAE produces less power but more torque when compared to the same engine in the internal combustion setup. The low power output of the CAE is caused by the lower engine RPM.

1.4 Camshaft and Valve Lift Timing

In a research regarding compressed air powered vehicles done by Boddapati [4], a four stroke engine was converted into a two stroke engine to be used as a CAE. The cam profile of the engine had to be modified in order for the intake and exhaust valve to open at the right timing. The valve timing of two stroke CAE engine built by Boddapati is shown on Fig. 2. For a CAE, the intake valve should be open as long as possible to allow more compressed air to enter the engine. The exhaust valve has to be open just before the piston reaches the bottom dead centre to start expelling the compressed air to enable the cycle to run continuously. This study has shown that modifying the cam profile is a difficult task as the valve timing needs to be accurate.
2. Research Methodology

In this section of the paper, the method of modifying the engine and methods of testing the engine will be explained. Besides, the valve lift of the intake and exhaust valve is also discussed in this section.

2.1 Engine Technical Specification

The engine being used in this experiment is a Lifan 110cc 4 stroke engine. This engine is initially a standard ICE and was later converted to be a CAE. The engine specifications are shown on Table 1. The specifications shown is when the engine is not modified yet and still in a 4 stroke mechanism.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement (cc)</td>
<td>107</td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>9.0:1</td>
</tr>
<tr>
<td>Bore x Stroke (mm)</td>
<td>52.4 x 49.5</td>
</tr>
<tr>
<td>Max Power (kW/rpm)</td>
<td>5.2/7500</td>
</tr>
<tr>
<td>Max Torque (Nm/rpm)</td>
<td>6.9/5000</td>
</tr>
<tr>
<td>Idling Speed (rpm)</td>
<td>1500</td>
</tr>
<tr>
<td>Transmission</td>
<td>4 speed</td>
</tr>
</tbody>
</table>

2.2 Engine Conversion

Before the experiment can be conducted, the engine has to be converted from a 4 stroke to 2 stroke mechanism. This is because the compressed air has to enter and exit the combustion chamber at every cycle because no compression or combustion stage occurs in a CAE.

The modification that is done to convert the engine into a CAE is by replacing the camshaft to ensure that the engine operates in a 2 stroke mechanism. The camshaft in the engine is connected to the crankshaft by a timing chain. When the crank is undergoing rotation, the camshaft will also rotate simultaneously and the timing of the valves are maintained [5].

Figure 2. Valve timing of 2 stroke CAE [4]
A 4 stroke engine has 2 cam profiles with one lobe each which controls the opening and closing of the intake and exhaust valves respectively as shown in Fig. 3. However, for a CAE to operate, both cam profiles need to have two lobes each which are symmetrical about the centre line of the camshaft. Thus, the intake valve will open when the piston travels from TDC to BDC while the exhaust valve will open when piston travels from BDC to TDC. The cam profile of the CAE with two lobes each is shown in Fig. 4.

![Figure 3. Cam profile of 4 stroke ICE [6]](image1)

![Figure 4. Cam profile of 2 stroke CAE [6]](image2)

The valve lift of the intake and exhaust of the CAE after the modifications done on the camshaft is shown on Fig. 5. Each valve will take turns to open at every 90˚ of revolution. The valve lift of the exhaust valve is made slightly higher than the intake valve to ensure that the compressed air leaves the engine as quickly as possible and also to prevent compressed air to remain in the engine just before the intake valve opens. The data used to plot the graph on Fig. 5 is obtained by measuring the cam nomenclature of the camshaft used.

![Figure 5. Graph of valve lift of intake and exhaust valve against crank angle](image3)
Once the engine had been successfully converted, it is tested by supplying compressed air through the intake pipe to identify if there are any air leaks present as shown on Fig. 6. If a leak occurs, it is mostly likely due to incorrect fitting or untightened components inside the engine. Only after no leaks were present, the engine was assembled onto a motorbike to undergo testing on a dynamometer.

![Figure 6. Testing of CAE by supplying compressed air through intake pipe](image)

3. Results and Discussion

The modification that has been done to the engine is to covert it from 4 stroke to 2 stroke by changing to a suitable camshaft which allows a 2 stroke mechanism. The modification done allows a maximum lift of 4 mm and 5mm for the intake valve and exhaust valve respectively. The modification that has been done is shown on Fig. 7.

![Figure 7. Modified camshaft for 2 stroke mechanism inside engine](image)

After modifying the engine from 4 stroke to 2 stroke, the engine was first tested as an ICE to determine the performance figures. The engine was mounted onto a motorcycle and placed on a dynamometer to undergo testing. The motorcycle was revved from idle all the way to maximum RPM in order to get the maximum performance figures of the engine. Fig. 8 shows the dynamometer chart of the modified 2 stroke ICE engine.
Based on the results shown on Fig. 8, the engine shows good power delivery without any drop in performance. When the engine is tested, the ambient temperature was at 37°C with humidity of 55%. The result shows that the maximum horsepower is 15.51 hp at 9353 RPM and maximum torque is 12.58 Nm at 8031 RPM.

The 2 stroke CAE was installed onto the motorbike but unable to undergo testing on the dynamometer. This is because the RPM of the CAE is very low and unable to provide sufficient amount of torque to move the rollers on the dynamometer. Thus the CAE was tested using a torque meter to obtain the torque values and a tachometer was used to measure the RPM. The torque meter and tachometer was placed on the crankshaft to determine the values. The horsepower of the engine is calculated based on the formula shown on Eq. (1) and Eq. (2). The overall performance of the CAE tested between the pressure ranges of 7-10 bar is shown on Table 2.

\[
\omega = \frac{2\pi \times \text{RPM}}{60}
\]  
(1)

\[
P = \tau \omega
\]  
(2)

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>RPM</th>
<th>Torque (Nm)</th>
<th>Horsepower (hp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>935</td>
<td>3.12</td>
<td>0.41</td>
</tr>
<tr>
<td>8</td>
<td>1389</td>
<td>4.33</td>
<td>0.84</td>
</tr>
<tr>
<td>9</td>
<td>2038</td>
<td>5.39</td>
<td>1.54</td>
</tr>
<tr>
<td>10</td>
<td>2746</td>
<td>7.03</td>
<td>2.71</td>
</tr>
</tbody>
</table>
When taking readings for the torque value, the engine is first allowed to stabilize for a few seconds to prevent any fluctuations in the readings. The results show that RPM increases when compressed air pressure increases. Higher RPM leads to higher engine torque and this eventually leads to higher horsepower. The experiment proves that the performance of CAE can be improved if the engine is provided with higher compressed air pressure. However, the CAE in this experiment is not capable to produce similar performance as ICE due to pressure limitations.

4. Conclusion

To conclude, the Lifan 110cc ICE was successfully modified into a CAE by converting it from a 4 stroke engine into a 2 stroke engine. By using the engine as a CAE, there is no start up power required to run the engine. Thus, no batteries are needed and it makes it even cheaper to run a CAE compared to an ICE. Besides, CAE do not emit any harmful exhaust fumes to the environment as no fuel is combusted during the operation. The utilization of CAE for single passenger vehicles in densely populated cities would greatly reduce air pollution and this would set a new milestone in green technology.

From the experiments conducted, it clearly shows that the performance of CAE is lower than ICE due to several factors. The main factor would be the limitation of the compressor which is only capable of supplying pressure output of 10 bar. The highest torque and horsepower obtained was when the CAE was tested with compressed air pressure of 10 bar. The results that were obtained are 2.71 hp and 7.03Nm for horsepower and torque respectively.
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Abstract

Stirling engines have great potential to replace non-renewable energy sources. They are external combustion engines that mainly depend on the expansion and contraction of working fluids by the displacer piston. However, one of the problems of these engines is the relatively high heat flux from the hot-section of the displacer cylinder to the cold-section of the cylinder resulting in lower temperature difference which is undesired. This work presents the development and optimization of a Gamma-type Stirling engine where the focus of optimization is on the heat flux within the displacer cylinder in which a synthetic fluoro polymer of tetrafluoroethylene called polytetrafluoroethylene (Teflon) is implemented together with the base material of the cylinder, aluminium 6061-T6. After property and manufacturing consideration, Teflon was chosen as the heat insulator to separate the hot and cold-sections. Aluminium tubings, displacer piston and flanges will be manufactured using the computer numerical control (CNC) machine whereas the Teflon heat insulator will be manufactured by a third party source. The Teflon heat insulator portion and the aluminium portions are combined using flanges where each end of the materials are welded to the flanges and then the flanges are secured by using bolts and nuts. The expected outcome of this work is a 5-10% increase in power output of the engine which can be calculated by gathering data on revolutions per minute (RPM) of the shaft using a digital tachometer. A torque meter is used as well to measure the torque output of the shaft. By having these two values, the power output can be calculated. The experimental results obtained are then compared to theoretical values.
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1. Introduction

Stirling engines were most commonly known as an economizer in the year 1816 by Robert Stirling who was the minister of the Church of Scotland. His device (economizer) was in a form of an inverted beam engine which also incorporates the phase shift difference between the power piston and displacer cylinder that is widely seen in all Stirling engines today. The economizer was only coined nearly a hundred
years later by a Dutch engineer named Rolf Meijer [1]. The special characteristic of the Stirling engine is that it is an external combustion engine and the efficiency closely approximates the theoretical maximum Carnot efficiency which is actually very high for such an engine. They are powered by the expansion and contraction of the fixed amount of gas used in the cylinder. Which in turn, leads to a cyclic process which generates power at the end. There are essentially three types of Stirling engines in which the sole difference between them is the arrangements of the components such as the pistons, cylinders and displacers. The three types are the Alpha, Beta and Gamma types. The Alpha type has two separate pistons in separate cylinders in which one is hot and the other is cold. Because it has two power pistons running, the power-to-volume ratio is very high. Also, because the hot cylinder can go up to very high temperatures, the durability of the seals are an issue. Therefore, Alpha stirling engines are mechanically more difficult than the rest [2]. The Beta type stirling engine has only one power piston arranged within the same cylinder as the displacer. When the working fluid is on the hot side, it expands and pushes the piston up and when it is on the cold side, it contracts and pulls the piston down. The Beta type avoids the problems of the hot moving seals. The Gamma type stirling engine is similar to the Beta type but the only difference is that the power piston is connected in a separate cylinder alongside the displacer cylinder, in which both of the displacer and power piston is connected to the same flywheel [2].

Stirling engines are gradually becoming more and more popular among academicians and engineers because of their complex yet simplicity of the design and the results that it produces. The Stirling engine can be powered by various working fluids that is thinner than air such as hydrogen and helium as an example, low fuel consumption, high efficiency as discussed before, clean combustion, low noise production and more. Due to the flexibility of fuel that can be used, the system can be run with ease using diesel, natural gases or even wood because the displacer cylinder only requires heat to startup the system. Different heat sources have different rates of heat transfer inputs therefore it is very flexible. Also, the life span of Stirling engines are relatively longer because the number of moving parts and components of the engine are far less as compared to internal combustion engines. The main reason why it was not very popular before this is because of the rapid development and applications of internal combustion engines. Internal combustion engines do offer way better power-to-weight ratio and they have quick response time as compared to stirling engines but the features of the stirling engine however, are more positively inclined compared to internal combustion engines and that is why this study is conducted to increase the power output of stirling engines so that it is more widely commercialized.

Chen et al [5] had fabricated a Stirling engine which incorporates a moving regenerator and has found that the engine shaft torque and power had increased by 2.3 – 2.5 folds. Chen has also found that by increasing the radius of the displacer, hence reducing the gap between the displacer and the cylinder, the narrower gap will direct more working fluid to flow into the regenerator for heat exchange therefore increasing the regenerator effectiveness. The thermal conductivity of the aluminium 6061-T6 was found to be 167 W/mK [6]. The selection of material for the finned heat sink is quite simple, the thermal conductivity of the selected material must be higher than that of aluminium 6061-T6 in order for more heat flux through the selected material. Not only that, the melting point of the material must also be relatively high to the heat source that is used which in this case is a Bunsen burner. Below shows Table 1 of the few
important properties of a few materials that need to be taken into account before selecting the right one.

In this paper, a small scale high torque Stirling engine was built and tested and improvements to the engine would be done once the pre-testing is carried out. Improvements to the engine was pre-considered whilst building the engine and examples are using polytetrafluoroethylene (Teflon) as a separator between the hot-section and cold-section of the displacer cylinder to drastically reduce the heat flux from the hot to the cold-section. Also, this work implements a moving regenerator in the displacer piston where meshed copper wires are fitted in a perpendicular manner parallel to the streamline flow of the working fluid into the hollow displacer piston to act as a moving regenerator.

2. Theoretical Framework

2.1. Heat Transfer in Displacer Cylinder

Heat transfer rate through conduction in any given regular cylindrical shape can be given as:

\[
Q_{\text{conduction}} = -A k \frac{dT}{dr}
\]  

(1)

Where

- \( Q_{\text{dot}} \) = Rate of heat transfer
- \( A \) = Surface area exposed
- \( k \) = Thermal conductivity of material
- \( dT \) = Change in temperature \( (T_2 - T_1) \)
- \( dr \) = Thickness of cylinder wall \( (r_2 - r_1) \)

Based on the formula above Eq. (1) suggested above, we can observe from simple proportions that if a low heat transfer rate is desired, the variables which needs to be minimized are the surface area exposed \( (A) \), thermal conductivity of material \( (k) \) and the change in temperature \( (dT) \) whereas the variables which needs to be maximized is the thickness of the cylinder wall \( (dr) \). However, the variables cannot be changed simply as such because the design parameters must also be adhered to. For example, we cannot have a very exponentially large cylinder wall thickness because that would be absurd to the design. Therefore, all variables needs to meet the design parameters to formulate the optimum heat transfer rate which also satisfies the parameters in the design which was set.

The basic theoretical diagram of thermal resistance is similar to that of electrical resistance. In electrical applications, \( V \) represents voltage, \( I \) represents current and \( R \) represents resistance. In thermal applications, \( T \) represents temperature, \( Q \) represents heat energy and \( k \) represents thermal conductivity. Both of these applications are similar in terms that the temperature is the voltage running through the supposed circuit, (in this case are materials for thermal applications) heat energy supplied is also the current supplied and lastly thermal conductivity, \( k \) is also the resistance. Based on the three main heat transfer methods, two methods are most common in the application of Stirling engines; conduction and convection. Comparing the two ways of heat transfer, conduction has a way higher heat transfer rate than convection. As a brief schematic, since the material of this project's Stirling engine is aluminium 6061-T6, we will use
this material as our thermal conductivity factor for conduction heat transfer and also we are using air as another thermal conductivity factor for convection heat transfer. If we expose the model under heat, and taking 100% heat energy as the initial heat energy, below in Figure 1 shows the basic schematic for heat flux between aluminium and air.

![Diagram of heat flux for conduction and convection.](image)

From the Figure 1 above, we can observe that conduction heat transfer is the highest heat transfer rate. Therefore, assuming that the current input is constant, the equation that will govern the relationship between the voltage and the resistance is as shown below.

\[
V = I \cdot R 
\]  
(2)

From the equation above Eq. (2), since assumed that the current input is constant, the voltage is then directly proportional to the resistance. Hence, it is concluded that by increasing the resistance or in this case thermal conductivity, the temperature would in fact increase because temperature difference \((T_2 - T_1)\) is similar to the potential difference \((V_2 - V_1)\). So, this drawback of large heat transfer rate from the hot-section to the cold-section of the displacer cylinder can be reduced by implementing two methods simultaneously into the design of the displacer cylinder and flange. Previously, the cold-section of the displacer cylinder was dependant on air and water as cooling agents or coolants and the hot side was dependant on a Bunsen burner from the laboratory as a heat source. The author suggests that the displacer cylinder can be sectioned into two parts within its length. One section will be insulated with proper and high performance heat insulators and the other section will be a finned heat sink installed so that most of the heat provided by the Bunsen burner will be transferred to the heat sink instead of flowing too much towards the cold side of the displacer cylinder which is undesired. As an example, by placing a high-performance thermal grade heat insulator between the cold side of the displacer cylinder and the hot side, heat transfer from the hot side to the cold side can be minimized drastically. This can be achieved by using microporous anorthite-based lightweight refractory which was fabricated by using aluminosilicates and calcium-based substances as raw materials and by carrying out the slip casting process which was done by Primachenko et al [3]. They successfully fabricated a microporous anorthite which yielded an ultra-low thermal conductivity of 0.25 W/mK at 650°C. For a heat insulator to withstand 650°C would
impact the Stirling engine by a big factor because this would minimize heat transfer from the cold side to the hot side drastically.

Priogov et al [4] also prepared a microporous anorthite ceramic with a thermal conductivity of 0.14 W/mK but can only withstand a temperature of 400°C by carrying out direct foaming process. Depending on the working condition of the Stirling engine, different ceramic material can be used as a heat insulator with the expense of cost structure. Other heat insulators can also be introduced but depending on individual goals. For this work, the author is implementing a high-grade polytetrafluoroethylene (Teflon).

2.2. Regenerator

A regenerator is an integral part of most Stirling engines. A regenerator primarily has two main functions which are to separate the hot-section and the cold-section of the displacer cylinder, as well as to preheat and precool the working fluid used in a Stirling engine. The working mechanism of a regenerator is the material itself. When the working fluid gets heated up in the hot-section, as it travels to the cold-section, the regenerator will ‘absorb’ some of the heat from the working fluid so that as the working fluid reaches the cold-section of the cylinder, the amount of work needed to cool down the working fluid is lesser. Vice versa when the working fluid from the cold-section is travelling towards the hot-section, as it travels, the regenerator will preheat the working fluid using the heat that was ‘absorbed’ from the hot-section. This in turn can promote the rate of expansion and contraction of the working fluid in a Stirling engine.

Table 1: Comparison between Silver and Copper for material selection.

<table>
<thead>
<tr>
<th>Properties/Materials</th>
<th>Silver (Ag)</th>
<th>Copper (Cu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal Conductivity</td>
<td>419 W/mK</td>
<td>385 W/mK</td>
</tr>
<tr>
<td>Melting Point</td>
<td>961.93 °C</td>
<td>1083.2 - 1083.6 °C</td>
</tr>
<tr>
<td>Density</td>
<td>10.491 g/cc</td>
<td>7.764 g/cc</td>
</tr>
</tbody>
</table>

Based on the table above, it shows that silver has a higher thermal conductivity as compared to copper but copper has a higher melting point than silver, making it able to withstand higher temperatures in case the heat source is exchanged to a higher performance heat source which provides higher temperatures at faster rates. The density of copper is lower than that of aluminium, therefore when copper is used as a heat sink, there is lesser force acting upon the displacer cylinder. However, silver is not easily obtainable and is very expensive compared to copper which is way cheaper and easily obtainable. Since budget is also a factor of selection, copper is the most suitable on top of silver hence copper will be used as the material for the regenerator. Yoshitaka et al [7] also have done a study on regenerators in low temperature differential (LTD) Stirling engines and found that the regenerator efficiency of the material mesh used which was layered in parallel to the direction of the working fluid’s travel path was
significantly lower than if the meshes were layered in normal. Timoumi et al [8] has also fabricated a Stirling engine and optimized the performance of the engine. He found that the reduction of matrix porosity and the increase in the conductivity of the regenerator material will yield an increase in the performance of the Stirling engine.

3. Methodology Framework

3.1. Design Parameters of Stirling Engine

Using a CAD (Computer Aided Designing) software called SpaceClaim, the author was able to design the Stirling engine in its entirety. All main components of the Stirling engine are present which are the displacer cylinder, power cylinder, displacer piston and power piston. The schematic diagram of the Stirling engine prototype is shown in Figure 2 and its main components are labelled as shown. The engine’s main design parameters are listed in Table 2. This Stirling engine is a double-acting Gamma configuration in which there is one power piston and one displacer piston. The term double-acting configuration defines that the engine utilizes movement from both the displacer piston and power piston to transfer working fluids from one end to the other. Also, a simple slider-crank mechanism is implemented because of its ease of manufacture and high reliability as well as to minimize the number of moving parts of the engine. As we know, the more the moving parts, the more the friction present in the engine.

![Figure 2](image-url) Full 3D model designed from scratch using SpaceClaim.

The power piston which is placed inside the power cylinder is a power piston from a car engine with a bore of 86mm and with a stroke of 75mm. Two piston rings were also fitted to the power piston so as to ensure efficient air sealing which in turn leads to higher power output of the engine. The power cylinder itself has an internal diameter of 89mm. The power piston only has a linear motion and as it moves up and down within the cylinder, it converts the motion into rotary motion of the flywheel which is also connected to the crankshaft and this in turn would produce an output from the system. This output can be calculated in various ways, in this case being, using a digital tachometer to measure the flywheel’s revolutions per minute (RPM) as well as using a torque meter to gather data on the engine’s torque output. Having these two values, then power output can then be calculated using the power equation governing these two values which are shown below in Eq. (3):

\[ \text{Power} = \frac{1}{2} \times \text{Torque} \times \text{RPM} \]
\[ P = T\omega \]

Where

- \( T \) = Torque output (Nm)
- \( \omega \) = Radian/second (rad/s)

The displacer piston and displacer cylinder were manufactured according to the dimensions of 3.175mm and 6.350mm respectively and both are the same material which is aluminium 6061-T6. The displacer piston serves as a linearly moving piston that transfers working fluids from the hot-section to the cold-section and vice versa so the displacer piston is manufactured in a way that there is a 3mm clearance between the inner walls of the displacer cylinder and the displacer piston. The bore and stroke of the displacer piston is 114.3mm and 110mm respectively, in which the swept volume can be calculated to yield a value of 1129cc and therefore the ratio of swept volume of the displacer piston to the power piston can be approximate at 2.60.

The engine’s crankshaft on the other hand is manufactured by using a linear steel shaft, a normal screw which acts as the engine’s crank pin and two crank webs which are directly and linearly supported by two pillow block bearings which also allow smooth rotation within the bearing. The crank webs are designed as a semicircle shape with a small protruding middle part in such way that a 90° phase difference between the displacer piston and power piston is ensured. The pillow block bearings are very crucial so as to ensure a straight connection between the crank webs and also it reduces vibrations due to the imbalances during rotation. The crank pin on the other hand is connected both to the displacer piston and power piston’s connecting rod by using male rod ends ball bearing which is very high precision ball bearings where the inner rings are made with copper alloy holders that allows very smooth and self-aligning movements during rotation. As for the connecting rods, they are made from aluminium and it is a solid shaft with a hexagonal nature and each connecting rod is connected to the displacer piston and power piston with a phase angle difference of 90°. Besides that, a flywheel was also implemented in the Stirling engine design because it is also a crucial mechanical component in the Stirling engine which is attached to one end of either crankshaft. Flywheels are implemented to deliver continuous momentum and energy due to the moment of inertia and therefore maintaining the rotational movement of the engine.
Figure 3: CNC 3-Axis Milling Machine by HAAS used for project.

Table 2: Stirling engine’s main design parameters.

<table>
<thead>
<tr>
<th>Engine Parameter</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration</td>
<td>Gamma-type, Double-acting</td>
</tr>
<tr>
<td>Power Piston (Bore x Stroke)</td>
<td>86 x 75 mm</td>
</tr>
<tr>
<td>Piston Swept Volume</td>
<td>465.5 cc</td>
</tr>
<tr>
<td>Displacer Piston (Bore x Stroke)</td>
<td>114.3 x 110 mm</td>
</tr>
<tr>
<td>Displacer Piston Swept Volume</td>
<td>1129 cc</td>
</tr>
<tr>
<td>Swept Volume Ratio</td>
<td>2.60</td>
</tr>
</tbody>
</table>

The displacer piston is designed in such a way that the targeted swept volume ratio for this engine is around 2. In which, the swept volume is effectively the displacer swept volume divided by the piston swept volume given by the equation Eq. (3) below.

\[ V_{s,\text{ratio}} = \frac{V_{s,\text{displacer}}}{V_{s,\text{piston}}} \]  

\[ 2.1 = \frac{V_{s,\text{displacer}}}{435.7} \]

\[ V_{s,\text{displacer}} = 914.9 \text{cm}^3 \]

Therefore, the displacer piston is designed so that the swept volume should achieve a value of approximately 915\text{cm}^3 - 920\text{cm}^3 with a tolerance of 5\text{cm}^3 in the design. The stroke of an engine is also known as the distance between the top dead center (TDC) and the bottom dead center (BDC). Stroke of an engine is an important factor in the design of engines because it directly correlates to the swept volume of an engine which in turn affects the power output. Eq. (4) below shows the equation to calculate the swept volume of the power piston.
An aluminium tube available in the university laboratory has an outer diameter of 114mm. Since the swept volume formula can be given by Eq. (4), by substituting the \( V_{s,\text{displacer}} \) of 914.9cm\(^3\) with the diameter of the tube which is 11.4cm, the stroke, \( L \) of the displacer piston can be calculated to be 9cm.

\[
V_s = A_c \cdot L
\]  

(4)

Where 
- \( V_s \) = Cylinder swept volume 
- \( A_c \) = Cylinder area 
- \( L \) = Length of stroke (TDC to BDC)

\[
914.9cm^3 = \frac{\pi}{4} (11.4cm)^2 \cdot (L)
\]

\( \text{Stroke}, L = 9cm \)

Now that the stroke of the displacer is obtained, the cylinder can be manufactured accordingly whereby the 3mm gap clearance between the displacer piston and the displacer cylinder is ensured. Shown below is the CAD design of the displacer portion, in which the displacer cylinder is a modified cylinder where the Teflon material is implemented together in the design.

Figure 4: Relevant dimensions on SpaceClaim.
The manufacturing process of the displacer piston was begun by cutting the available aluminium tube in the laboratory to a length of 120mm using an automated hacksaw machine. After the cutting process, the author used a lathe machine to trim the front and rear ends of the tube to ensure that it is perpendicular to the ground up. Then, aluminium sheets of thickness 2.5mm were also available in the laboratory and was brought for plasma cutting using the manufacturing workshop’s plasma cutter equipment as shown in Figure 6. The two cut aluminium sheets were of diameter 114mm to cover the cylinder on both sides and was brought to third party welding services to assist in the welding jobs. The displacer piston serves as a linearly moving piston that transfers working fluids from the hot-section to the cold-section and vice versa so the displacer piston is manufactured in a way that there is a 3mm clearance between the inner walls of the displacer cylinder and the displacer piston. The bore and stroke of the displacer piston is 114mm and 90mm respectively, in which the swept volume can be calculated to yield a value of 918.63cc and therefore the ratio of swept volume of the displacer piston to the power piston can be approximate at 2.10.
3.2. Pre-Testing Preparation

Before conducting the actual testing of the fully built Stirling engine, preparations for the engine need to be carried out in order to avoid unnecessary troubles or unwanted random situations arising during the operation of the engine. Therefore, engine oil was sprayed into the power cylinder and power piston to reduce friction as well as grease was used to lubricate every moving component of the engine for example the crank webs, connecting joint, linear bearing and more. Thermocouples are used to measure the heat on the wall of the displacer cylinder in which one is placed on the hot-section and the other is placed on the cold-section. Digital tachometer with an accuracy of ±0.1 RPM was used to measure the revolutions per minute of the engine by detecting the rotational movement of the flywheel. Two Bunsen burners are placed beside the displacer cylinder’s hot-section to provide heat energy to the engine.

Figure 7: Experimental setup using thermocouples.

4. Results and Discussion

During the actual testing of the Stirling engine prototype, the hot-section of the displacer cylinder was heated using two Bunsen burners placed on opposite sides and the temperature recorded was at 165°C. Then, an initial force was applied to the flywheel to provide a momentum for the engine to continue running. Unfortunately, the
Stirling engine prototype built had failed to perform continuous reciprocating movements. The failure of this engine prototype might be due to several factors affecting the engine itself such as technical issues, operating problems and more. These factors were observed and recorded throughout the experimentation session.

It was observed that the temperature of the cold-section of the displacer cylinder was recorded at a temperature of 70°C which is considered very high and undesirable in the operation of a Stirling engine because as mentioned before, Stirling engines run solely by temperature difference and if the temperature difference is not high or the temperature gradient is too low, the power output could potentially be very low or the engine would not run. In this case, the engine did not run. Also, since the heat transfer from the hot-section to the cold-section was relatively high, the increased temperature and pressure in the displacer cylinder caused downward forces on the displacer piston therefore making it difficult for the flywheel to rotate smoothly which in turn led to additional forces being required to push the displacer piston from bottom-dead-centre (BDC) to top-dead-centre (TDC). Also, it was observed that there was a flaw in the manufacturing process of the Stirling engine in which the crank webs that was self-manufactured had a diameter of 85mm whereas the displacer piston had a stroke of 75mm. In all normal engine practices, the diameter of the crank web should always be the same as the stroke of the piston so that it can perform reciprocating movements properly. Besides that, it was also detected that the air being forced out from the power cylinder by the power piston during compression from TDC to BDC was very little. This could be due to two factors which are air leakages in the engine system as well as the pressure drop in the cylinder was too high due to using a small diameter elbow pipe fitting. Due to these technical problems faced, the engine could not be tested further and therefore the manufacturing of the Teflon-aluminium displacer cylinder could not be carried on until the engine can run. This is because, to make a comparison between a fully aluminium displacer cylinder and a Teflon-aluminium displacer cylinder, the fully aluminium one should be run first so as to make it a control experiment. Only then can the next step be carried on which is to manufacture the Teflon-aluminium displacer cylinder.

However, a few improvement suggestions were made based on the few issues during the first testing of the prototype. A simple cooling system should be implemented into the design of the displacer cylinder to allow cool running water to cool down the displacer’s cold-section so as to increase the temperature gradient for maximum efficiency as well as rotational movement. The crank webs should also be fixed in a way that the diameter of the crank web should be the same as the stroke of the displacer piston to ensure smooth reciprocating movement. Also, another elbow pipe fitting of bigger diameter should be used to decrease the pressure drop from the power cylinder during compression. Rubber seals should also be used in between flanges and any components which can potentially have air leakages. Lastly, a counterweight can be manufactured and placed on the engine system to balance out the total mass of the engine. This can be done by weighing all moving components of the engine which are the displacer piston, connecting rods, cranks webs, nuts and power piston.

5. Conclusions
To summarize, Stirling engines are great external combustion engines which can be powered by many sources of heat as explained, ranging from renewable to non-renewable energy. The development of Stirling engines has become more innovative and have great potential due to the worsening of the environmental issues such as climate change, global warming and also the depletion of non-renewable fossil fuels. This research aims to build and test a Gamma-type Stirling engine because they are of simplified design and are able to operate under low temperature difference which makes the design more economically viable. In conclusion, it was shown that temperature gradient is very crucial in the working principle of Stirling engines. It needs to be properly monitored to ensure that the Stirling engine is able to keep running. Also, the designing phase is an important step in this project to ensure all components fit well and is similar to its 3D model. In this experiment, it can be seen that there were a few factors contributing to the failure of the engine to be run. These factors need to be addressed to ensure that the Gamma Stirling engine can be run smoothly and continuously.

References

The Effect of Sintering Additives on the Properties of Steatite Ceramic

Ooi Chong Kiat¹, Jeffrey Chin²

¹ School of Engineering, Taylor’s University, 47500 Subang Jaya, Malaysia
² Center for Advanced Manufacturing & Material Processing, Department of Mechanical Engineering, University of Malaya, 50603 Kuala Lumpur, Malaysia

Abstract

The main composition of steatite ceramic is magnesium silicate. When hydrated, magnesium silicate is known as talc. There are also other minor composition inside steatite such as clay and flux to provide enough vitreous phase during firing process. By controlling the sintering process, a high quality steatite material can be produced. In this present research work, the doping of the sintering additives is believed to enhance the properties of the steatite. The specimen was doped with 20 wt% MnO₂ and 20 wt% ZnO separately and sintered it at temperature 950°C to 1200°C with the heating rate of 10°C/min. The specimen undergoes two stages sintering to keep the temperature low so that no phase changes occur. At the end of the sintering process, the doped specimen is compared with the undoped. In SEM analysis, the steatite doped with sintering additives is found to have finer grains (low porosity) at low temperature compared to undoped steatite. For XRD evaluation, the presence of clinoenstatite polymorphs is detected at low temperature which proves that the sinterability is enhanced by two-stages of sintering and sintering additives. Besides that, steatite doped with ZnO has the greatest density of 2.79 g/cm³ at 1200°C as well as recorded the highest elasticity (Young’s modulus) for 76.72 GPa. Same trend happened at the Vickers hardness testing which doping steatite exhibited a better performance.

Keywords: Steatite, Steatite ceramics, sintering, sintering additives, two-stage sintering

1. Introduction

Generally, steatite is a group of ceramic materials which mainly consists of hydrated magnesium silicate, H₂Mg₃(SiO₃)₄ or Mg₃Si₄O₁₀(OH)₂ during unfired condition. Transparentizing will happen after sintering process. Alumina can be replaced by this steatite ceramic materials because of its relatively low cost production to meet the similar performance requirements [1]. Steatite ceramics are widely found
in electronics, electrical engineering, radio electronics and others fields due to their low power losses even in the high frequency field and the capability of high dielectric resistance whether at room or high temperatures [2].

Ceramics are non-metallic solid, inorganic and crystalline materials. Steatite is one of them and it majorly consists of magnesium silicate (when hydrated is commonly known as talc), small amounts of clay and flux such as feldspar to generate sufficient vitreous phase during the sintering process. This vitreous phase is very important to control the sintering process as well as may affect the mechanical and dielectric properties of the material [3]. However, the natural and major raw material or ingredient is magnesium silicate, MgSiO$_3$ [4].

There are mainly four processes to produce steatite ceramics which is, dry pressing, extrusion, casting and semi wet pressing. The raw materials are talc (80-90%), plastic clay (5-10%) and a flux melting agent (5-10%). The presence of clay is to build up the compatibility of the mass and its fabricability while the feldspar (melting agent) carries the development of the melting phase. Normally, the mixing materials are fired at around 1400°C. The final product is formed by crystallization, fusion and dissolution during vitrification [5]. After the sintering process, around 70% crystalline MgSiO$_3$ in protoenstatite phase is gained the by product is around 30% of glass phase [6].

Sintering process always take place in the existence of a liquid phase. Therefore, when after cooling, the microstructure is composed by crystalline magnesium metasilicate grains which surrounded by a vitreous matrix. There are only three possible polymorphs for magnesium metasilicate, protoenstatite, ortoenstatite and clinoenstatite [7]. Protoenstatite is the main crystalline phase in steatite ceramics as it is thermodynamically stable at high temperature up to 985°C and can be stabilized by the vitreous phase. Nevertheless, once this crystalline has not been stabilized adequately, phase change might happen to room temperature polymorph, which is clinoenstatite. This is known as martensitic transformation resulting in volume change for the crystals and leads to further cracking [8]. The expansion of 2.8% in the elementary cells volume is the consequences of protoenstatite to clinoenstatite inversion [9]. The mechanical strength will become weaker when there is inherent stressed caused by the volume change. This has been the root cause of material damage during manufacturing and service for decades [10].

There are still possible ways to improve the performance of steatite by either stabilize protoenstatite form to room temperature or reinforce the ceramics with glass matrix. According to the studies nowadays, this problem can be overcome by adding some sintering aids during sintering process to increase its densification. Some examples for the aids are boron oxide, aluminum oxide, antimony oxide or magnesium ions [11]. For recent study, dense low-loss steatite ceramics are targeted to obtain at lower sintering temperature without the necessity of very fine particles through sintering additives such as zinc oxide and manganese oxide. 20 wt% composition of sintering additives were chosen because it can show the positive outcomes based on the previous researchers [12].
2. Methodology

In preparing the steatite powder, talc, kaolin (clay) and feldspar (melting agent) were used with the ratio 1: 0.5: 0.3 using wet colloidal technique. For the dopants, ZnO powder (NANOAMOR) and MnO₂ powder (BDH) are commercially available. Steatite powders are prepared in 40g to mix with different dopants that amounts 20 wt%. After all, the powder and dopants were mixed with 150ml of ethanol and ball milled for 60 minutes.

The wet slurry were dried, crushed and sieved into powder form again. After that, it will be pressed uniaxially at 2.5 to 3.0 MPa into a circular disc with diameter 20mm and rectangular bars with dimensions 4x13x32mm. Next, it will be cold pressed isostatically at 200 MPa. The compacted green samples are now ready to be sintered at temperature 950-1200°C. The ramp rate is 10°C/min and it is two stage sintering before cooling down to room temperature.

Some measurements and calculations are carried out after the sintering process to determine the performance of the steatite materials, including Scanning Electron Microscope (SEM), X-ray Diffractometer (phase stability studies), Water immersion technique (bulk density), Resonant frequency method (Young’s modulus) and Vickers Hardness Tester (hardness).

2.1 Materials Preparation

Table 1. Ratio and chemical composition of starting powders (based on 1g of powder)

<table>
<thead>
<tr>
<th>Ratio</th>
<th>SiO₂</th>
<th>Al₂O₃</th>
<th>K₂O</th>
<th>Na₂O</th>
<th>CaO</th>
<th>Fe₂O₃</th>
<th>MgO</th>
<th>TiO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Talc</td>
<td>1</td>
<td>32.6</td>
<td>0.1</td>
<td>0.03</td>
<td>0.1</td>
<td>0.88</td>
<td>0.33</td>
<td>38.4</td>
</tr>
<tr>
<td>Kaolin</td>
<td>0.5</td>
<td>46.6</td>
<td>37.8</td>
<td>1.43</td>
<td>0.1</td>
<td>0.05</td>
<td>0.82</td>
<td>0.1</td>
</tr>
<tr>
<td>Feldspar</td>
<td>0.3</td>
<td>65.5</td>
<td>18.5</td>
<td>11</td>
<td>3.5</td>
<td>0.5</td>
<td>0.08</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 2. Steatite body composition

<table>
<thead>
<tr>
<th>Dopant (g)</th>
<th>Steatite (g)</th>
<th>Talc</th>
<th>Kaolin</th>
<th>Feldspar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undoped</td>
<td>0</td>
<td>40</td>
<td>22.2</td>
<td>11.1</td>
</tr>
<tr>
<td>20 wt% ZnO</td>
<td>8</td>
<td>32</td>
<td>17.8</td>
<td>8.9</td>
</tr>
<tr>
<td>20 wt% MnO₂</td>
<td>8</td>
<td>32</td>
<td>17.8</td>
<td>8.9</td>
</tr>
</tbody>
</table>

Zinc oxide and manganese dioxide were doped with steatite as sintering additives with 20 wt% concentration to produce different batches of powder besides the undoped one.
Before that, the steatite powder were poured into a container that consists of 150ml of ethanol and undergoing ultrasonic pulses at 28-34 kHz for 6 minutes. After that, powder together with the dopants experience ultrasonic again around 20 minutes to improve the dispersion and homogeneity of dopant in the powder.

The mixture is then poured into high density polyethylene (HPDE) bottles and ball milled. After that, the solutions were sieved and dried at 60°C for 24 hours to allow ethanol to evaporate. Now the steatite powder is ready to pressed uniaxial 250-300 kPa into discs and rectangular bars by using hardened steel mould and die set to form a green body sample.

2.2 Sintering Process

The green body is heated in a sintering furnace below its melting point temperature so that consolidation can happen. Surface area of the sample will decrease but the compact strength will increase. When the time of high-temperature sintering is longer, the numbers of pores inside the sample is expected to reduce that brings high densification.

For this research, two stages sintering was applied to improve the sintering performance so that more quality final product can be obtained. Conventional pressureless sintering method was applied using standard rapid heating furnace at six different temperatures. The ramp rate is 10°C/min. The sintering profile is shown and the sintered samples are labelled below.

![Sintering profile of the samples](image-url)
2.3 Grinding and Polishing

In order to measure the density, the sintered sample have to be grounded and polished on one of the surface. Besides that, other measurements such as phase analysis, Vickers hardness testing and microstructural evaluation will be carried out to analyse the samples’ performance. The surface were grinded and polished by Imtech Grinder Polisher. 600, 800 and 1200 grits were used to grind the samples before polishing it using diamond paste.

2.4 Measurements and Calculations

2.4.1 Microstructural Examination

By using scanning electron microscope (SEM), the microstructural of the steatite ceramics can be evaluated. The SEM works by focusing on the small spot of electrons and scan it using electrostatic force. The electrons emerging were then collected by an electron detector and the image will be showed on a monitor as a series of lines.

2.4.2 X-Ray Diffraction

XRD is used to identify and determine the various types of crystalline phase found in the samples. The samples were determined at room temperature with radiation source Cu-Kα (λ = 0.15406 nm) and step scan of 6°/min and 0.02° respectively, at 35 kV and 15 mA.

2.4.3 Density Measurements

Water immersion technique was used to measure the density. Based on the density table of water, the distilled water temperature was recorded to measure the density of distilled water. After that, the dry sample is weighed and recorded before

<table>
<thead>
<tr>
<th>Temperature °C</th>
<th>Undoped</th>
<th>20 wt% ZnO</th>
<th>20 wt% MnO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>950</td>
<td>A1</td>
<td>B1</td>
<td>C1</td>
</tr>
<tr>
<td>1000</td>
<td>A2</td>
<td>B2</td>
<td>C2</td>
</tr>
<tr>
<td>1050</td>
<td>A3</td>
<td>B3</td>
<td>C3</td>
</tr>
<tr>
<td>1100</td>
<td>A4</td>
<td>B4</td>
<td>C4</td>
</tr>
<tr>
<td>1150</td>
<td>A5</td>
<td>B5</td>
<td>C5</td>
</tr>
<tr>
<td>1200</td>
<td>A6</td>
<td>B6</td>
<td>C6</td>
</tr>
</tbody>
</table>
immersing it into the distilled water. The electronic balance will be calibrated to zero. Once the reading is balance, the value will be recorded. The weight of the wet sample is definitely higher as the water is penetrating the pores in the sample. Next, the sample was took out from the distilled water and the excess water is wiped out from the sample. The third reading will be taken as the weight of fluid-saturated sample. The steps above are repeated for all the samples.

\[ \rho = \left( \frac{W_{e}}{W_{\text{sat}} - W_{e}} \right) \rho_{w} \]  

\[(1)\]

Where

- \( w_{e} \) = Weight of dry sample (g)
- \( w_{\text{sat}} \) = Weight of fluid-saturated sample in air (g)
- \( w_{w} \) = Weight of sample in water (g)
- \( \rho_{w} \) = Density of water (Refer to Appendix A for density values that vary with temperature)

### 2.4.4 Young’s Modulus Determination

The Young’s modulus or modulus of elasticity (E) is calculated as follow:

\[ E = 0.9465 \left( \frac{mF^{2}}{b} \right) \left( \frac{L}{t} \right)^{3} T \]  

\[(2)\]

Where

- \( E \) = Young’s modulus (Pa)
- \( m \) = Mass of bar (g)
- \( F \) = Fundamental resonant frequency of the bar in flexural (Hz)
- \( b \) = Width of bar (mm)
- \( L \) = Length of bar (mm)
- \( t \) = Thickness of bar (mm)

\[ T = 1 + 6.585(1 + 0.0752\mu + 0.8109\mu^{2})\left( \frac{t}{L} \right)^{2} - 0.868\left( \frac{t}{L} \right)^{4} - \frac{8.34(1 + 0.2023\mu + 2.173\mu^{2})\left( \frac{t}{L} \right)^{4}}{1 + 6.338(1 + 0.1408\mu + 1.536\mu^{2})\left( \frac{t}{L} \right)^{2}} \]

Where,

- \( \mu \) = Poisson’s ratio taken as 0.23 for steatite body
2.4.5 Vickers Hardness Determination

This test is important to measure the hardness of the specimen by putting the loads slowly without impact to make an impression. The load is a pyramidal diamond that has $136^\circ$ tip with 2kg applied force. The scar were then observed to measure the diagonal length.

3. Results and Discussion

The sample is analyzed with Scanning Electron Microscope (SEM) to determine the porosity of steatite. The result showed that the steatite sintered at high temperature has less porosity compared to the one sintered at low temperature. On the other hand, the steatite doped with sintering additives is observed to contain finer grains even at low sintering temperature. It is because the dopants started to melt and provided a liquid phase to enhance the grain boundary mobility at low temperature so that sintering process is accelerated.

Figure 2. SEM image for microstructure of undoped steatite sintered at:

a) 1000°C – (i) Image at magnification of 2000X, (ii) Image at magnification of 5000X, and (iii) Image at magnification of 10000X

b) 1100°C – (i) Image at magnification of 2000X, (ii) Image at magnification of 5000X, and (iii) Image at magnification of 10000X
c) 1200°C – (i) Image at magnification of 2000X, (ii) Image at magnification of 5000X, and (iii) Image at magnification of 10000X

Figure 3. SEM image for microstructure of steatite doped with 20 wt% ZnO sintered at:
   a) 1000°C – (i) Image at magnification of 2000X, (ii) Image at magnification of 5000X, and (iii) Image at magnification of 10000X
   b) 1200°C – (i) Image at magnification of 2000X, (ii) Image at magnification of 5000X, and (iii) Image at magnification of 10000X

Figure 4. SEM image for microstructure of steatite doped with 20 wt% MnO_2 sintered at:
   a) 1000°C – (i) Image at magnification of 2000X, (ii) Image at magnification of 5000X, and (iii) Image at magnification of 10000X,
   b) 1100°C – (i) Image at magnification of 2000X, (ii) Image at magnification of 5000X, and (iii) Image at magnification of 10000X
XRD analysis has been carried out to evaluate the phase stability for sintering temperature 1000°C, 1100°C and 1200°C. The amount of protoenstatite is expected to be more than clinoenstatite as clinoenstatite phase can only be found either naturally or transform from protoenstatite at high temperature, specifically from 1250°C. However, the polymorph of clinoenstatite are found at 1000°C at the steatite materials in this research work. This clearly shows that the two stage sintering and sintering additives managed to accelerate the formation of protoenstatite at temperature below 1250°C. In the sintered body that doped with ZnO, a new phase was observed which is Willemite \((\text{Zn}_2\text{SiO}_4)\). For the body that doped with MnO, the sample was bloated because of its low melting point.

Table 4. Phases present in the sintered steatite body (C = Clinoenstatite, Q = Quartz and W = Willemite \((\text{Zn}_2\text{SiO}_4)\))

<table>
<thead>
<tr>
<th>Sintering Temperature</th>
<th>Undoped</th>
<th>20 wt% ZnO</th>
<th>20 wt% MnO2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000°C</td>
<td>Q + C</td>
<td>Q + C + W</td>
<td>Q + C</td>
</tr>
<tr>
<td>1100°C</td>
<td>Q + C</td>
<td>Q + C + W</td>
<td>Q + C</td>
</tr>
<tr>
<td>1200°C</td>
<td>Q + C</td>
<td>Q + C + W</td>
<td>Bloated</td>
</tr>
</tbody>
</table>

Figure 5. XRD patterns of steatite samples sintered at 1000°C: (a) 20 wt% MnO2-doped steatite powder, (b) 20 wt% ZnO-doped steatite powder, (c) Undoped steatite
For the bulk density, the densification of all the sintered steatite body increased with the increase of the temperature. This indicates that the two stage sintering are more efficient than conventional sintering. Furthermore, the steatite body that doped with sintering aids seem to have higher density than the undoped one at similar sintering temperature. When sintered at 950°C, the bulk density of the undoped steatite is 2.13 g/cm³. It increases as the sintering temperature increases until 1200°C, the density is recorded at 2.31 g/cm³ which is the maximum value for undoped steatite in this research. On the other hand, the steatite doped with 20 wt% MnO₂ has the density of 2.12 g/cm³ at 950°C which is quite similar with undoped steatite. However, the effect of MnO₂ as a sintering additive is just about to start at sintering temperature of 1050°C. Starting from
this point, although the trend of the bulk density across the temperature is same with undoped steatite, the increment or gradient of the MnO₂ doping steatite density improve rapidly. Next, for the steatite doped with 20 wt% ZnO, the bulk density during 950°C sintering temperature is already 2.25 g/cm³ which is higher than the other two. The density continues to rise when crossing the temperature until a maximum bulk density of 2.79 g/cm³ is achieved. Compared to the undoped steatite, the sample doped with MnO₂ has an improvement of 5.3% at 1150°C while the sample doped with ZnO is 20.8% better under similar sintering circumstances at 1200°C. With the presence of sintering aids, polymorph of protoenstatite phase can be formed at lower temperature and stabilized. Therefore, it reduced the potential of volume expansion due to the phase transformation from protoenstatite (high temperature) to clinoenstatite (room temperature). Figure 8 shows the density of the samples at different temperatures.

![Figure 8. Bulk density of all three specimens across the sintering temperature](image)

For the aspect of Young’s modulus, all the three types of samples showed the similar trend which is increasing when the sintering temperature rises. During the sintering process at low temperature (<1050°C), all the samples had no significant improvement at modulus of elasticity. However, when the temperature goes beyond 1050°C, the modulus of elasticity values for all samples increase drastically until the maximum reading is taken at 1200°C. For the sample doped with MnO₂, the elasticity value is the highest from 1060°C to 1150°C followed by the sample doped with ZnO and lastly undoped steatite. Unfortunately, the sample the doped with MnO₂ was found bloated when it is sintered at 1200°C due to low melting point of the dopants thus no sample can be tested at that temperature. 76.72GPa is the maximum E value achieved by the sample doped with 20 wt% ZnO that sintered at 1200°C. Figure 9 shows the modulus of elasticity for each sample.
For the Vickers hardness testing, the results agreed with the trend of the bulk density and Young’s modulus curve. For the undoped steatite sample sintered at 950°C, the Vickers hardness, \( H_v \) was recorded at \(~0.42\) GPa. There is only small improvement from 950°C to 1050°C. After this point, the hardness value went up impressively until 1200°C and showed the maximum value of \(~4.49\) GPa. Throughout this two stages sintering process, the improvement of the hardness value marked a 228% of increment which is very encouraging. Comparing to the conventional sintering process that carried out by previous researchers, the result of 1.36 GPa is obtained for undoped steatite that sintered at 1100°C. On the other hand, the \( H_v \) results for the samples that doped with 20 wt% ZnO and MnO\(_2\) exhibited the same trend as the undoped steatite which increasing with the sintering temperature. At 950°C, the sample doped with ZnO has the \( H_v \) value of \(~0.56\) GPa while the sample doped with MnO\(_2\) has \(~0.46\) GPa \( H_v \) value. Both of the results are slightly higher than the undoped steatite at that temperature. Also, there are only small increment in hardness value for both doped steatite before 1050°C. After that, the sample doped with MnO\(_2\) rise up drastically again until \(~3.48\) GPa at 1150°C before it get bloated. Meanwhile for the sample doped with ZnO, the hardness value continues to rise in small amplitude and eventually reached the peak at \(~4.06\) GPa at 1200°C. Figure 10 shows the Vickers hardness value of the samples.
Figure 10. Vickers hardness of the steatite body versus the sintering temperature

4. Conclusion

In this research work, sintering aids had played its important role to improve the strengths and characteristics of the steatite materials after the sintering process. Bulk density, Young’s modulus and Vickers hardness increase with the existence of the sintering additives across the sintering temperature. The two stage sintering managed to keep the sintering temperature low to avoid phase transformation from protoenstatite to clinoenstatite that may lead to volume expansion and finally materials cracking. Although similar results can be obtained by using conventional sintering, the sintering temperature needed to be raised until protoenstatite phase is formed. In conclusion, by using two stage sintering and doped with specific sintering aids, the strength of the steatite materials will get improved as well as the sintering process will be more cost effective because the sintering temperature needed is relatively low.
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Abstract

The main objective of this paper is to observe the strengthening of mechanical properties without losing the original material properties while performing two-stage sintering of a 3mol% Yttria-stabilized Tetragonal Zirconia Polycrystals ceramics (Y-TZP) doped with iron oxide. The purpose of performing this research is to expand the area of usage of zirconia ceramic in medical field applications. The challenges in this research are the observation and exploration of the development potentials and limitations of Zirconia ceramics using the process of two stages sintering of Y-TZP ceramics that doped with iron oxide. For this research, two stages of sintering process used iron oxide to analyse the effect on mechanical properties of the 3mol% of Y-TZP. The material used in this research is 3Y-TZP powder; commercially readily available. This material was subjected to different sintering schedule Temperature point 1 ranging from 1200 to 1500°C by pressurizes sintering with a holding time of few minutes using a standard heating rate of 10°C/min and left to cool down for another 6-30 hours of holding times in order to minimize the densification between both process. After the processing stage, the following up will be the process of mechanical materials testing and evaluation to obtain result from the material’s properties such as hardness, fracture toughness, flexural strength and Young’s modulus. The expecting outcomes of this research is two stage sintering process is able to enhance Y-TZP ceramic with high flexure strength and good fracture toughness that are able to provide stability application on medical application. The understanding of sintering ability and method of iron oxide doped sintering.

Keywords: 3Y-TZP 1, Two-Stage 2, Doped 3, Sintering 4, Densification 5.

1. Introduction

In the bio-materials research fields, Yttria-stabilized zirconia has been conducted quite an amount of research, whereby one of the materials is able to have biocompatibility. This material can be used as human implantation with a very low chance of being rejected by human body or brain signal as an artificial transplant with
high fracture toughness and low thermal conductivity. One of the challenges that engineers wanted to increase the stability of usage of Zirconia ceramics is by improving material properties. The Zirconia ceramics was checked with the hardness, Young’s Modulus, resistance and strength of the materials properties. This is to find out the main limitation of ceramics for engineers to justify its application without any poor fracture toughness. The microstructural transformation design will be the major component to obtain good application ceramics, whereby ceramics with high toughness and high strength [1].

The sintering temperature of this material is one of the key components to show the densification effect after heating the material to some point of temperature. For the normal pure YSZ, it can have the sintering temperature from 1300°C or higher [2]. However, there having research proven that doped with iron oxide (Fe₂O₃) with 3Y-TZP and 8Y-TZP were found the densification rate been increased and larger grain size while comparing with undoped 3Y-TZP and 8Y-TZP by using much lower temperature than 1300°C [2].

For a material starting happened accelerated grain growth can be observe from the microstructure of the material, where the best range of percentage for the grains postpone around ρ=92%. As this is important component for maintaining pore-grain boundary through grain growth, a sintering method called two step sintering (two-stage).

From defining the material properties, phase transformation which the one of the main progress that able to observe the changes between two phase of mechanical properties. The previous research made showed the phase changes from tetragonal (T) to monoclinic (M) is the major components that help engineers to improve the usage of the Zirconia ceramic as the stability of the product, where (T) to (M) phase transformation becoming the challenge engineers faced as able to take control of the phase transformability freely where also can still remaining the ceramics still in tetragonal phase while cooling down after sintering [1]. With after sintering and control the limitation of transformation phase, another concern with transformation is the degradation of the ceramics, where also known as the degradation of properties with low temperature [2].

The concern regarding application of Y-TZP ceramics is the sensitivity of low temperature degradation (LTD) in the application of biomaterial as the access of the micro cracking and property deterioration [2].

The purpose of performing this research is to obtain experimental result that help the society an improvement understanding on material technology, and will expand the area of usage of zirconia ceramic in engineering perspective. The challenges on this research to observe and explore the potentials of development and increase range of limitation on knowledge of zirconia ceramics while preforming in a process of 2 stage sintering of Y-TZP ceramics that doped with iron oxide.

2. Pure Yttria-Tetragonal Zirconia Poly-crystal (Y-TZP)

From origin of Y-TZP with any doped materials will reach for an amount of temperature to preform phase transformation as from monoclinic (m) to cubic (c) as the Figure 1 show. Y-TZP has a tetragonal structure. This structure enables Y-TZP to have
a very high flexural strength compared to other zirconia-based compounds. As shown in the Figure 1, the structure changes accordingly to the temperature.

![Figure 1. Zirconia Poly-crystal phase transformation [3]](image)

Researchers will first analyze the phase transformation of the sintering process of zirconia ceramic, as the component researchers seek for is the mechanical and material properties [6]. Currently, Y-TZP is able to have flexural strength which is larger than >1 GPa and good fracture toughness from 6 to 10 MPam$^{1/2}$ [4].

The limitation that occurred on current Y-TZP ceramics is the accessibility of the phase transformation from tetragonal (t) to monoclinic (m), after the sintering process will having slow reaction on (t) to (m) transformation, under the process will lead to micro cracking on the surface on the materials [5].

2.1. Iron Oxide (Fe$_2$O$_3$) Doped

In this research, one of the aim needed is to stabilize the effectiveness of the (T) to (M) transformation while sintering doping Y-TZP ceramics and to ensure after sintering the specimens able to have good low temperature degradation which increase the life time around greater than 20 years only will interest of usage in medication application. Another interest on doping will be the effect on the grain size can less than 0.3 µm fractions of (t)-(m) phase transformation.

From a research conducted from University of Zürich to observe the effect of dopants and sintering temperature on microstructure and LTD of dental Y-TZP, in the research using iron oxide doping ceramics and sintering temperature range from 1300°C to 1450°C, with the result obtained turn out the amounts of iron oxide doping did not produce any effect on the stability of Y-TZP against LTD, the procedure of the experiment with iron oxide doped Y-TZP section having the specimens (Al$_2$O$_3$ < 0.25wt% and Fe$_2$O$_3$ < 0.15wt%) by using heating rate of 10°C/min, sintering temperature of 1500°C with 1 hours of holding time and lastly with 10°C /min of cooling rate, obtained result with an average grain size of 0.585 µm > 0.3µm fractions of t-m phase transformation. The doping having aluminum oxide and iron oxide into Y-TZP ceramics to obtain result that grain size greater than 0.3 µm which the stability of this dental zirconia against LTD do not had much effect with both doping [6].
Another research conducted from University of Manchester on effect of iron oxide (Fe$_2$O$_3$) doping on sintering of Yttria-stabilized zirconia. The experiment having Fe$_2$O$_3$ doped 3mol% YSZ and 8mol% YSZ as the specimens to observe the effect made on the grain growth, and the result obtained show that the densification rate had been change from vary amount of Fe$_2$O$_3$ (0.5wt%) and the grain size had been increase while comparing with the undoped 3mol% YSZ and 8mol% YSZ as the result range for grain size do not exceed than 0.4 µm, in order to prove the doped effect can within the acceptable fractions of t-m phase transformation [7].

2.2. Two-Stage Sintering Process

In this research, sintering process is one of the key component that affects all the result, whereby the choice of normal sintering process and Two-stage sintering process can have obtained different results on grain sizes, LTD, stability and application of the materials.

From a research conducted by student from university of Pennsylvania, using two step sintering of ceramics undoped, the result given was that two step method offers a promising approach for fabrication of bulk nano grain ceramics [7-8], given that for two-step sintering able to give a good result, while in this research will be conducted of two stage sintering doped with iron oxide which can be produce better performance Y-TZP ceramic. There is another research paper of using normal sintering to see the effect while using Fe$_2$O$_3$ as doped components for Yttria- Stabilized Zirconia(YSZ). The paper concluded that the effect of 3YSZ doped with Fe$_2$O$_3$ was obtained a small grain growth while using normal sintering process the gap will increase performance of the material by changing sintering to two stage sintering [8-9].

Another research conducted from Mahasarakham University whereby two stages sintering with alumina-zirconia composites were carried out. The result obtained from the experiment showed that the sintering process able to controlled the phase formation, microstructure and mechanical properties. With the two stage sintering process, the grain growth of the material was able to control down, and with high hardness and fracture toughness [10].

For this research, the method of two stage sintering process is the main component needed to analysis and verify with the study from both research study. The temperature for T1 will be set around 1200 °C -1500 °C with using 10 °C/min heat rate, after reaching T1 will be having around 3 minutes to 1 hours of holding time as in order to examine intermediate microstructure as to control the level of densification. After the first holding time, the sample will rapid cooling with 50 °C/min down to T2 with 6 to 30 hours of holding time. The T2 will be set around 1000 °C.

3. Research Methodology

The first step will be construction and initiation powdering process. This powder preparation is for the experiment by imitating the powder characterization of the powder by the powder particle size, microstructure, phase purity, and temperature of sintering, preparation of iron oxide powder and etc. Next process will be doped iron oxide and sintering green body process as to thermal analysis the zirconia powders.
While in the first stage. The Green Body is prepared with uniaxial pressing and cold isotactic pressing. Processing with sintering by carried out using 1200 °C-1500 °C to reach temperate 1, with few minutes holding time only using cooling ramp rate around 10°C/min to temperature 2 stage with 6-30 hours of holding time. The physical and microstructure was preceded by examination and evaluation where testing the sintering samples shall be ground and polished for better surface finish, using X-ray diffraction (XRD) for phase analysis, and measurement of grain size and microstructural changing effect. After the processing, the following up will the process with mechanical materials testing and evaluation as to obtain result from the material’s properties like hardness, fracture toughness, flexural strength and Young’s modulus. The testing needs to be monitoring the changes of changing the crystal structure and mechanical properties.

3.1. Experiment Process

![Figure 2. Process chart for the experiment](image)

The Figure 2 show the process flow chart of the experiment, on the first process powders selection for this experiment were using 3mol% Yttria-Stabilized Zirconia powder (KZ-3YF) and 0.5mol% Iron Oxide powder. Once received powders needed to perform analysis phase content and morphology using XRD and scanning electron microscope (SEM). After powder preparation, using ball mill for doping and mixing for
both powder. Before sintering, needed to perform laser particle size analyzer (LPSA) to analysis the powder particle size, and thermal analysis by differential thermal analyzer (DTA). To check the weight loss during the heating and cooling of the samples by Thermogravimetric analyzer (TG). Pressing and compaction using bench powder press and cold isostatic press, for the sintering process. After the samples done sintered, the sample need to perform physical evaluation and mechanical testing and evaluation.

3.2. Powder selection and Analysis

In this research, the experiment will be conducted with preparing the Y-TZP powder, which in this experiment using 3 mol% Yttria-Stablized Zirconia powder (KZ-3YF), the powder will be prepare under spray dried, and ready to use for pressing. The powder characteristics and material properties are obtained from the manufacturer (Kyoritsu Ltd. Japan) as the Table 1 shown below

<table>
<thead>
<tr>
<th>Table 1- Y-TZP Powder properties [11]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yttria (Y₂O₃)</td>
</tr>
<tr>
<td>Particle Diameter</td>
</tr>
<tr>
<td>Bulk Destiny</td>
</tr>
<tr>
<td>Bending Strength</td>
</tr>
<tr>
<td>Hardness</td>
</tr>
<tr>
<td>Fracture Toughness</td>
</tr>
</tbody>
</table>

This research also will be using red iron oxide powder as a doping material into the Y-TZP powder; the powder characteristics and material properties show as the Table 2 below

<table>
<thead>
<tr>
<th>Table 2- Iron Oxide (Fe₂O₃) Powder properties [12]</th>
</tr>
</thead>
<tbody>
<tr>
<td>YSZ Powder properties</td>
</tr>
<tr>
<td>Iron Oxide (Fe₂O₃)</td>
</tr>
<tr>
<td>Particle Diameter</td>
</tr>
<tr>
<td>Bulk Destiny</td>
</tr>
</tbody>
</table>

3.3. Green Body Preparation

In this research, the YSZ powder doped with Iron Oxide (Fe₂O₃) and using a mold to form into a disc shape around 20 mm diameter, and 5 mm thickness with around 2.5 g. The specimen will be applied with a cold hard pressed (CIP) using around 200 MPa to make the specimen able to form the particle more uniformly, which help to improve densification for next procedures.

3.4. 2-Stage Sintering Process
Figure 3. Temperature and time graph on two stage sintering method

After the Green Body specimen is being prepared as disc shapes, it has to be grounded and polished to ensure the specimen able to produce a good surfacing for XRD and SEM evaluation later. For this research using two stage sintering process which this method using a higher temperature T1 on first time sintering with 3, 4, 5 and 6 minutes of hold time, and let it to be cool down with room temperature is use to lower the temperature, after reach that temperature T2 let the specimen on hold for 10 hours. Finally let the specimen to cool down to room temperature. Two-stage sintering method can minimize densification while in both heating and cooling process.

4. Results and Discussion

4.1 Grain Sizes and Microstructure Evolution

For this research, the samples are 3Y-TZP doped iron oxide sintering temperature to 1500°C with 3 to 6 minutes of holding time using SEM for polished and thermal exposed were demonstrated in Fig 4.

Reactiveness of Yttria and pure Yttria isolation during sintering might be the reasons of the development of cubic phases which less than 10 % at sintering temperature 1500°C. Pure Yttria isolation in the grain boundaries will affect the result in terms of tetragonal transforming to cubic polymorph.
Figure 4. SEM microstructure of 3Y-TZP doped sintering temperature at 1500°C at various holding time. (a) 3 min (b) 4 min(c) 5 min and (d) 6min

4.2 Bulk Density

The bulk density of 3Y-TZP doped samples were investigated at two stage sintering process with step 1 of holding time at range 3-6 minutes at a given range of sintering temperature 1200°C -1500°C as show as Fig. 5. From the holding time at the 6th minute showed the effect of increasing density from temperature 1200 to 1450°C. However, when the sintering temperature goes to 1500 °C, the density dropped from 5.878 Mg.m$^{-3}$ to 5.61 Mg.m$^{-3}$. This density decrease could be one of the attributes to the cubic phase transformation related as the sample has been sintered for 6 minutes at 1500°C.

The sintering holding time was proven that one of main components that affects the density of the samples regardless of the sintering temperature. From the Fig 5, it showed the longer of the holding time resulted in much higher destiny obtained as result. The results showed that the density value larger than 5.5 Mg.m$^{-3}$ linked to relative density of 90% from the hypothetical could only be obtained when sintering temperature was higher than 1350°C. As from the results above, it showed that the greater the temperature is, the density will increase unrelatedly of the holding time.
4.3 Vickers Hardness

The results of effects of the different holding times and temperature against Vickers hardness are shown as Fig 6. From the result obtained shows that the longer the holding time needed for stability of samples with higher hardness. For the holding time with 3 minutes, it showed that the value suddenly increased rapidly when the sintering temperature surpassed 1250°C. The value reached about 13 GPa when the temperature at 1400°C; it is the maximum hardness.

However, hardness values for 4, 5 and 6 minutes’ samples reduced to 11.8 GPa, 12.4 GPa and 12.22 GPa when sintering continued to higher temperatures correspondingly. Commonly, the hardness of samples started to reduce when a sintering temperature of more than 1400°C was employed without regarding of the holding time. At a certain sintering temperature, this pattern of increasing hardness until maximum can be found. The decreased in hardness was caused by two factors; increased in grain size and also decreased in the densities. The cause of this is due to hardness is closely reliant on bulk density, which diminished significantly after sintering at 1450°C because of the presence of cubic phase.
4.4 Fracture Toughness

The results of the effects of sintering temperature and holding time on the fracture toughness ($K_{IC}$) of the samples showed in Fig. 7. It showed from temperature 1200°C - 1500°C with two stages sintering first holding time from 3-6 minutes. The fracture toughness found lesser affected by temperature below than 1350°C with under than 5.0 MPam$^{1/2}$. This also proved the sintering temperature below than 1350°C having minor effect on the tetragonal phase stability to the samples. From the result obtained, it shows that 6 minutes holding time was able to give the highest fracture toughness when the temperature reaching to 1500°C which in this case that 6 minutes will be the best choice for two stage sintering. From previous result of Bulk Destiny and Vickers hardness, both result showing those 6 minutes holding producing stable bulk density and high Vickers hardness value.

Figure 6. Effect of holding time on the Vickers hardness with 3Y-TZP doped samples.
Influence of holding time against sintering temperature on fracture toughness

Variation of fracture toughness and tetragonal phase content of minutes holding time

For Fig. 8 was the further analysis from 6 minutes holding to observe the effect between fracture toughness and phase content against the sintering temperature. From the result obtained, it shows that the fracture toughness increased but the phase content reached around 87% when the temperature reaches 1500°C. Accelerated grain growth can be observed from the microstructure of the material, where the best range of
percentage for the grains postpone around \( \rho = 92\% \). As this is important component for maintaining pore-grain boundary through grain growth, a sintering method called two-step sintering. This effect occurs at sintering temperature 1400°C-1450°C where the density in a range of 91.8%-94.2%.

### 4.5 Young’s Modulus

For Young’s modulus analysis of 3Y-TZP doped samples, two stage sintering process with step 1 of holding time at range 3-6 minutes and given range of sintering temperature 1200°C-1500°C as show as Fig. 8. As the result obtained, the value of Young’s modulus of the samples were increasing when the sintering temperature surpass 1300°C. Temperature above than 1350°C, the result shows that samples starting becoming instability. From observing the result of temperature 1350°C, the Young’s modulus obtained the highest was 209 GPa with 6 minutes of holding time while minimum obtained was 195 GPa with 3 minutes of holding time.

![Variation of Young's modulus with sintering temperature](image)

Figure 8. Variation of Young’s Modulus with sintering temperature

As the value of Young’s modulus of the samples, they showed temperature 1200°C given the lowest value of 110 GPa with 3 minutes of holding time, and the highest value being observe is where the sintering temperature reaches to 1300°C with 6 minutes of holding time. Commonly, material can go up to 200 GPa or above can go up to sintering temperature above that 1350°C with insignificant effect from the holding time. The 6 minutes holding time was providing stable and high value showed from Fig. 8. However, the temperature reaches from 1400°C to 1500°C, the Young’s modulus was reduced from 211 GPa to 207 GPa. This can be enlightened through the cubic(c) phase transformation subsequent in a reduction that’s related to Fig 4 where the bulk density also reduces when reaches to 1500°C.
5.0 Conclusion

As for the conclusion, the study was performed to find new potentials of engineering 3Y-TZP doped with Iron Oxide ceramics with mechanical properties that were anticipated. The main parameters that were manipulated are both sintering holding time and temperature effect while in two stage sintering. Sintering temperature from 1200ºC to 1500ºC with holding time 6 minutes found to be in the cubic (c) phase. The amount of the cubic phase made the samples sintered found the amount of cubic phase while obtaining result from Young’s modulus and Bulk density. The sintering time is one of the important factors governing the density of the sample, whereby it was found in the result that 6 minutes of holding time provided higher value of density (5.89 Mg.m$^{-3}$) of 98% relative density. Densification was found to accelerate without any substantial grain growth when the relative density lower than 95%. The thread of higher holding time effect applied to result of Young’s modulus, Vickers hardness and Fracture toughness of the samples.
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Abstract
Energy is consumed all around us but we are bound to lose energy in the form of heat or vibrations; one way to alleviate these losses is to convert said energy into electricity via a process known as energy harvesting. The aim of the research is to use human movement to generate electricity and hence to design a piezoelectric energy harvester (PZH) as the power source. Since the maximum frequency of any human movement can be assumed to be about 5 Hz, the PZH as per the research has to be designed to accommodate the abovementioned target frequency range in order to produce a maximum power output; this is achieved with the aid of numerical modal analysis. Literature research is conducted and various designs have been criticized; some of which include the cantilever, the cymbal-drum structure, wafer shells and a recently identified helical structure. It is concluded that the helical structure meets the required conditions for efficient operation, which are flexibility, relatively low resonant frequency and low initial loading conditions. Designs were modelled and tested for their resonant frequencies; the best result achieved was approximately 83 Hz. Further development needs to be done to analyse its power output and further research will be done in an attempt to bring down the resonant frequency of the design.

Keywords: Piezoelectric, energy harvesting, modal analysis, energy generation

1. Introduction

Energy harvesting has been a great interest over the past decade because of the need of an alternative wireless electrical power supply whose purpose is to replace the conventional chemical battery. Most interests focus in the use of a piezoelectric device to extract, or rather to harvest the aforementioned energy from its surroundings. Piezoelectric materials generate electricity when said material is deformed by a small percentage of its original shape.

Early developments show that vibration as an energy source is successfully converted into electrical energy but is only truly efficient when the vibration source
operates at resonance; that is the efficiency of these harvesters suffers a huge drop if the input frequency does not match the natural frequency of the harvester. Hence, either the resonant frequency of the device has to be reduced or its resulting power has to be magnified. The research aims to use human movement to generate electricity and therefore to design a piezoelectric energy harvester, hereon known as PZH, as a power source for a hypothetical wireless miniature device that would operate while on the human body; some examples include a pacemaker or a battery charger installed in a shoe. Previous iterations of PZHs completed by former students have a resonant frequency of approximately 80 Hz. Since the human is assumed to only be able to produce an average frequency of about 5 Hz via any kind of movement, the PZH needs to be redesigned to harvest energy at much lower frequencies in order to be useful for this particular application.

It is hypothesized that the resonant frequency of PZHs can be reduced to that of ambient vibrations through numerical modal analysis. Through modeling and simulation software, it is possible to design a PZH that caters to specific needs, as well as avoid any additional costs that may incur from experimental methods.

Most of the literature available defines energy harvesting as the capturing of small amounts of energy from the surrounding energy sources, thereby accumulating them and storing that energy for later use. The primary intended use of this energy is to power wireless systems and other forms of microelectromechanical systems (MEMS) technology; specifically to use these harvesters as alternatives to the conventional chemical battery. While energy harvesting plants are able to generate up to kW and even MW levels of power [1], this research only is limited to the generation of mW levels, or to a lesser extent μW levels of electrical power. This literature review highlights the various ways of harvesting energy from ambient vibration using different designs. The key characteristics of each design will be summarized at the end of the review.

1.1 Cantilever Beams

The cantilever-based energy harvester as shown in Fig. 1 [2] is perhaps the most commonly researched type of piezoelectric energy harvester. Kim et al. [3] states that a cantilever type energy harvesting system has a relatively simple structure and can produce a large deformation under vibration. It consists of a cantilever beam with a piezoelectric device attached along the beam. A proof mass is also added to provide the necessary inertial force.

Depending on the overall geometry of the harvester and the mass, the beam will have a particular resonant frequency; the power output of the harvester will be at maximum only when the system is resonating. The resonant frequency of all cantilever-based energy harvesters varies with the length and width of the beam, the proof mass and the resistive load of the device.
Figure 1. A two-layer beam mounted as a cantilever. [2]

The maximum power varies, but is generally in the order of μW. Due to its geometry, cantilever-based harvesters can be complex in design and yet also be useful in small-scale applications. However, it is prone to cracking and buckling as its mechanical properties are not great. Power output of cantilever-based harvesters depends on the geometry of the setup; the key parameters being the excitation frequency and initial force.

1.2 Wafer Stacks

The wafer-stack configuration as shown in Fig. 2 and Fig. 3 is one in which piezoelectric layers are placed on top of each other to create an energy harvester [4]. Energy is generated by the stack when it experiences a deformation, in this case compression. For testing purposes, a compressive harmonic force is applied on the stack. Power output varies from one design to another, but highly depends on the compressive force acting on the stack. An increase in the compressive force and input frequency results in a greater power output. This design is suitable for high-stress applications such as harvesting energy from compression in buildings [4] or absorbing compression from vehicles on traffic roads [5]. Furthermore, this design does not require a large input frequency, typically 10 Hz [4,5] as most of the power comes from the compressive forces.

Figure 2. Construction of the piezoelectric stack. [4]
A disadvantage specific to this research is that this design requires a large compressive force usually in the order of kN. Fig. 4 illustrates this disadvantage and shows the voltage output of a design produced by Jiang et al. [6]. Wafer stacks can produce up to 100 mW of power with the appropriate design [4-6].

1.3 Cymbal Structures

Cymbal structures as shown in Fig. 5 are structures which consist of a PZT disk fitted in between two studded metal caps and generate power under compression [7]. While similar to the wafer-stack in concept, its applications are otherwise different. The cymbal structure does not require a high pre-stress load (although a higher amount is preferred) [8] and is thus best suited towards smaller applications but however requires a high operational frequency of about 100 Hz to produce a decent power output. Larger structures can be used to accommodate greater forces such as on automobile engines. A cymbal prototype developed by Kim et al. [7] can produce up to 35 mW of power depending on the resistive load of the circuitry.

Drums as shown in Fig. 7 are a variant of the cymbal structure where a disk is fitted between two PZT rings; the operation principle otherwise remains similar. The key difference is that the drum is mechanically stronger and can operate on very high frequencies (approx. 1 kHz) whereas power output is reduced [8].
1.4 Helix Structures

The helical structure as shown in Fig. 9 is a device which consists of two counter-wound helical structures around a structure made of an elastic fabric string. The inner fabric helix is used to separate the outer piezoelectric helix from the core to obtain a highly stretchable device that is to be applied on the human body. Yun et al. [10] had produced a prototype that, when stretched by 20% of its length, generated a maximum power output of 0.6 mW at an operational frequency of 4 Hz. Their prototype exhibited a general increase in power output when the input frequency and stretch amount is increased. Power output is also increased when the resistive load of the circuitry is increased, but only up to a certain point before it starts to drop. Some potential applications highlighted by them using this design include energy harvesting backpacks and even shoes from stretching and contraction.

1.5 Design Selection

The helix design is accepted as the geometry to be studied as it is found to have the benefits of being flexible and being able to produce energy at very low frequencies; this result was verified experimentally by other researchers. Numerical modal analysis allows further development of this design and serves as the backbone of the study. The initial virtual design of the PZH element in this study is based heavily on the model from the experimental method and is used as a verification tool for comparing natural frequencies.
### Table 1. Summary of various PZH designs

<table>
<thead>
<tr>
<th>GEOMETRY</th>
<th>DESIGN</th>
<th>APPLICATION</th>
<th>EXCITATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAFER</td>
<td>Stacking PZT layers with protection</td>
<td>Large compression, frequency range &lt;5Hz</td>
<td>External harmonic force (sine)</td>
</tr>
<tr>
<td>CANTILEVER</td>
<td>PZT mounted on cantilever beam with proof mass</td>
<td>Low frequency (unimorph), high frequency (bimorph), frequency range varies with design</td>
<td>Sine base excitation</td>
</tr>
<tr>
<td>DRUM</td>
<td>Ring fitted between two PZT plates</td>
<td>Variant of cymbal harvester</td>
<td>Cyclic loading</td>
</tr>
<tr>
<td>HELIX</td>
<td>Helical (PZT) structures around elastic core</td>
<td>Human body energy harvesting, frequency range &lt;10Hz</td>
<td>External harmonic force (sine)</td>
</tr>
<tr>
<td>CYMBAL</td>
<td>PZT disk bonded to studded metal caps</td>
<td>Higher stress levels, frequency range ~100Hz</td>
<td>Cyclic loading</td>
</tr>
</tbody>
</table>

### Table 2. Summary of various PZH designs (cont.)

<table>
<thead>
<tr>
<th>GEOMETRY</th>
<th>FACTORS</th>
<th>POWER</th>
<th>BENEFITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAFER</td>
<td>Optimal load $R$, input amplitude, input freq.</td>
<td>Up to 100 mW</td>
<td>Low frequency, high durability</td>
</tr>
<tr>
<td>CANTILEVER</td>
<td>Optimal load $R$, resonate freq., geometry</td>
<td>μW range</td>
<td>Smaller devices</td>
</tr>
<tr>
<td>DRUM</td>
<td>Preload, optimal load $R$</td>
<td>Up to 10 mW</td>
<td>Reliable electrical/mechanical performance</td>
</tr>
<tr>
<td>HELIX</td>
<td>Excitation frequency, optimal load $R$</td>
<td>Up to 1 mW</td>
<td>Flexibility, high output, low frequency</td>
</tr>
<tr>
<td>CYMBAL</td>
<td>Type of PZT, optimal load $R$</td>
<td>Up to 30 mW</td>
<td>Less prone to cracking or buckling</td>
</tr>
</tbody>
</table>

## 2. Methodology

The research intended is fully quantitative; numerical analysis will be employed to evaluate the performance of the PZH design. The aforementioned methodology is summarized as shown in Fig. 12. However due to scope and time limitations, the study is only completed up to the data collection stage.

![Figure 12. Estimated project flow chart](image)
2.1 Project Overview

The aim of this project is purely numerical; experimental and analytical methods are not employed throughout the study. It is identified that future work involving experimental or analytical work may be required for further progress. The objective of this study is to conceive a design of a PZH, or a singular element of a PZH, whose natural frequencies are approximately 5 Hz and is coupled with the human body for energy harvesting. This frequency value is intended as human motion can be approximated as vibrations with such frequencies. Research is performed to identify the best design as each PZH has its own specifications and is suited to specific needs. Once the suitable frequency and load range are identified, the next step is to produce a 3D model using CAD software for simulation. Numerical modal analysis is then employed to determine the natural frequency of the system, or element where applicable. Should the natural frequency exceed the targeted range, redesign analysis are performed again. This process is continuously repeated until a desired shape is obtained. It is decided that the PZH is designed based on the helix structure. This design is proven to be able to operate at very low frequencies of fewer than 10 Hz [10] and is also shown to be elastic and flexible.

An initial design is conceived with further aid from literature encompassing such structures. The design is based on a singular element as previous researchers [10] have identified that the completed PZH is essentially an assembly of multiple elements and that power output increases linearly with the number of elements. The design of a singular element is simpler both in terms of the design as well as performing any future changes. Numerical modal analysis is then employed to evaluate its natural frequency to review its feasibility as a power source for a wireless device. Should the simulated frequency be less than satisfactory, modifications are made in attempt to further bring down (in most cases, the natural frequency of the element will be too high) the natural frequency of the PZH element.

2.2 Geometry Model

With all the considerations made, it is decided that the PZH will be based on the helical structure. A sample model is then prepared based on those identified in the literature. Fig. 13 shows a sample model created using Solidworks as the modeler.

![3D model of assembly created using Solidworks.](image-url)
The basic element of the PZH is essentially an elastic tubular core and a piezoelectric material wrapped in a single helix at 45 degrees from the longitudinal axis around the core. This basic element is to be assembled in a mesh or a weave to form an elastic device that can be worn by a person. The elasticity of the device allows piezoelectric conversion to take place from the deformation whenever the wearer produces a movement. This particular design assumes a rubber string of length 100 mm and diameter 3 mm as the core and polyvinylidene fluoride (PVDF) film of width 3 mm and thickness 100 μm as the piezoelectric material. The properties of both materials are listed in Table 3 below.

Table 3. Properties of rubber and PVDF.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rubber</th>
<th>PVDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic modulus (Nm⁻²)</td>
<td>6100000</td>
<td>30000000000 (in X)</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.49</td>
<td>0.34 (in XY)</td>
</tr>
<tr>
<td>Shear modulus (Nm⁻²)</td>
<td>29000000</td>
<td></td>
</tr>
<tr>
<td>Mass density (kgm⁻³)</td>
<td>1000</td>
<td>1780</td>
</tr>
<tr>
<td>Tensile strength (Nm⁻²)</td>
<td>13787100</td>
<td>550000000 (in X)</td>
</tr>
<tr>
<td>Yield strength (Nm⁻²)</td>
<td>9237370</td>
<td>500000000</td>
</tr>
<tr>
<td>Thermal conductivity (Wm⁻¹K⁻¹)</td>
<td>0.14</td>
<td>0.2256</td>
</tr>
<tr>
<td>Specific heat (Jkg⁻¹K⁻¹)</td>
<td>-</td>
<td>1386</td>
</tr>
</tbody>
</table>

The above specifications are justified as researchers [10] have previously successfully conducted experimental trials using the aforementioned setup. A nominal 100 mm length of the core allows shorter analysis times as the design model is a lot simpler. The length of this elastic core can be varied to produce alternative results. In addition, other elastic materials may be considered. Rubber is used as the test material as its specifications are readily available for analysis. PVDF is used as the piezoelectric material as it has high strength, resistance to solvents and has a very low mass density, allowing the construction to be lightweight. Among other types of piezoelectric materials, PVDF can be easily acquired as thin film, further simplifying any potential manufacture processes should the study require experimentation.

To produce the design in Solidworks, a circle is first extruded to form a cylindrical tube. Following that, a thin film is sketched and wrapped around the cylinder to form the basic elemental assembly. Since performing everything mentioned results in only a single material property, the design will not be accurate. To form an assembly with two materials, two separate parts will be needed. As such, the helix wrap part of the assembly is produced by cutting (removing) the entire cylindrical tube, leaving only the helix behind. Both parts are then assembled together with another component of Solidworks using their own individual mechanical properties to form the PZH element.

3. Numerical Modal Analysis

Following the production of the geometric model, numerical modal analysis is employed with the aid of ANSYS software to determine the natural frequency of the system. Ideally, the model should have a natural frequency of approximately 5 Hz.

To initiate this process, the assembly file created using Solidworks must first be exported into a compatible file format, or more specifically the .IGES extension. The
model is then loaded using ANSYS Design Modeler and verified as errors with the design may occur when the model file is first imported into ANSYS. If no errors occur, it is then loaded into ANSYS Mechanical APDL to begin modal analysis. For this analysis, free boundary conditions are approximated on both ends as it will simplify simulation and make it easier to compare to researches based on experimental data. Figs. 14 to 17 show the results of the analysis using the fourth to seventh modes.

Figure 14. Mode shape at 105.11 Hz (4th mode).

Figure 15. Mode shape at 111.55 Hz (5th mode).

Figure 16. Mode shape at 1413.0 Hz (6th mode).
3.1 Initial Results

From the analysis, it can be identified that the lowest natural frequency of the system is approximately 105 Hz, which is far beyond the intended target of 5 Hz. Going beyond the fourth mode proves to be unhelpful as the frequencies only become higher beyond the fourth mode. The first three modes also prove to be unhelpful as those modes do not involve any deformation. In addition, their natural frequencies are often in the range of 0.01 Hz and lower and therefore do not reflect real world applications. Further improvement is required to bring down the natural frequency, either by changing the physical parameters or making a change to the overall design of the PZH.

3.2 Changing Helix Angle

Fig. 18 illustrates the change in frequency when the helix angle is changed to 30 degrees from the longitudinal axis. This mode shape results at the first mode and it is found to occur at 263.46 Hz, significantly higher than the initial set helix angle of 45 degrees. It is hypothesized that decreasing the helix angle increases the natural frequency of the element.
Fig. 19 illustrates the change in natural frequency when the helix angle is changed to 60 degrees from the longitudinal axis. This mode shape results at the first mode and it is found to occur at 83.53 Hz, significantly better than the initial result. It is hypothesized that increasing the helix angle decreases the natural frequency of the element.

There is a limitation of increasing the helix angle, mainly in CAD as the system cannot handle extremely large dimensions. Since the operation involves wrapping a sketch around a cylinder, a large angle would require a very large sketch to encompass the full length of the core. This is equally reflected in real world applications as a larger angle demands a much greater amount of PVDF film and would directly raise production costs.

4. Conclusion

Literature review has identified various types of PZVs to be considered, many of which have their own specialized uses. All of them have one thing in common; the energy generated by a PZH regardless of geometry is maximum at resonance; that is, the PZH generates maximum energy when the input frequency matches the natural frequency of the system. Each design comes with their range of natural frequencies in which with numerical modal analysis, can be simulated and determined.

A conclusion was drawn to change the helix angle, believing that it affects the natural frequency of the element. Two new angles were proposed, one of which is 30 degrees from the longitudinal axis and the other at 60 degrees, both respectively below and above the initial set helix angle of 45 degrees. The smaller angle resulted in a much higher natural frequency, more than double the initial result at approximately 263.5 Hz whereas the larger angle resulted in a slightly reduced value at approximately 83.5 Hz. While not being the greatest result, this result does suggest that a larger helix angle generally results in a reduced natural frequency. There are limitations both in CAD and real world applications however; both relating to the area that can be sketched in the modeler, as well as the actual amount of PVDF film required for manufacture.
Using the information from numerical analysis, a prototype with the specifications as set in the study can be developed and tested experimentally to measure its power output. Another discrepancy with this study is that despite the fact that maximum energy generated by all vibration harvesters occurs only at resonance, it does not provide any indication that the PZH will be completely ineffective outside of this frequency range. This means that the output of the system can still be relatively high even if the system is not at resonance; however, additional efforts in the form of experimental analysis are required to verify this claim. The obtained results can then be compared with those of other experimental researchers to determine any noticeable difference in output.

In addition to improving the natural frequency of the system, the power output of the system also needs to be identified to ensure that the system has some practical use in real world applications. For this, research on electronics and circuitry will have to be conducted. Since the scope of this study is purely numerical analysis, experimental and analytical methods are not performed and can be instead carried out following this study as a complement to determine potential uses of PZHs in the real world. Additionally, efforts can be made to identify raw power outputs of systems that are not necessarily at resonance as certain vibration energy harvesters are known to produce just as much power outside of resonance compared to other kinds of energy harvesters which operate solely at resonance.

Based on the research of others, it is also found that the helix structure serves as a high-potential foundation for PZHs of this type of applications as the other designs are simply better suited to cater industrial tier energy harvesting, that is harvesting energy in greater amounts. This is because helix designs are very suitable and compatible for the human body; they are flexible, they have the benefit of being elastic and durable, and their operational parameters, specifically their relatively low natural frequency and low loading requirements, are best for human body applications.
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Abstract

In the engineering field, machines are tested for health diagnosis through vibrational monitoring by studying the frequency content of said machines. By taking that same concept, it can be applied into the human health diagnosis by measuring the vibration of the human chest wall. This paper presents the experimental analysis of the human chest wall vibration on non-smokers, cigarette smokers, and electrical cigarette smokers. The aim of this study is to investigate the vibration measurements of the human chest wall of non-smokers, cigarette smokers, and electrical cigarette smokers in the hopes of benefiting future researchers in conducting human health diagnosis. The vibrational measurements are to be taken from 16 subjects (6 non-smokers, 5 cigarette smokers, and 5 electrical cigarette smokers) by using an accelerometer, a DAQ measurement hardware, a LabVIEW software for collecting data and a Matlab software for spectral analysis. The accelerometer will be secured by a trained doctor at two different locations of the chest wall; one directly above the left nipple and one directly below it. The raw signals will be presented in the time-domain, and will then be converted into the frequency domain through Fast Fourier Transform (FFT) algorithm. These spectral analyses include FFT analysis, Power Spectral Density (PSD) analysis, and Short-Time Fourier Transform analysis. The results for the measurements taken at above the left nipple showed no difference for all of the vibrational analyses, thus the author focused on the measurements taken from below the left nipple. It was found that the smokers show lower amplitude reading but higher frequency content based on the FFT and PSD analyses. It was noted that no difference can be seen through the STFT method. The vibration signals obtained from these subjects might give some insights to future researchers in conducting a human health diagnosis.

Keywords: Chest wall, vibration, human health diagnosis, FFT analysis, DAQ system.

1.0 Introduction
Vibration is known to be a dynamic phenomenon where it moves to-and-fro about equilibrium position. When taking vibration measurements, it can either be represented in the time domain or the frequency domain; the former shows the change in amplitude of vibration with time, whereas the latter describes it with the frequency spectrum [1]. These two domains are mathematically related via the Fourier Transform, which will be further discussed in Section 2.4.

In the engineering field, machine fault diagnosis and health monitoring is one of the main reasons vibration is measured. By conducting frequency analysis through measuring a machine’s vibration, it can be tested to determine its lifespan as well as predicting any impending problems [1]. This technique involves taking the vibration measurement of a machine at good condition, and then monitoring it over time to study and observe any changes. These changes are usually an indication of possible problems, thus allowing preventive steps to be taken.

By taking that same principle, theoretically, it can be applied in the human health diagnosis whereby chest wall vibration measurements of smoking and non-smoking subjects are obtained. The frequency content in the smoking subjects might show some sort of an indicator of impending problems. The test subjects in the smoking category are then further divided into normal cigarette smokers and electrical cigarette smokers. The vibrational energy of these test subjects is to be studied to perform an educated human health diagnosis.

The human chest wall, which consists of structures such as the diaphragm, the ribcage and the abdomen, undergoes a dynamic motion during respiration [2]. This dynamic motion is referred to as vibrational energy at the human chest wall. Data on the chest wall vibration between different types of people have not yet been greatly quantified, especially between smoking and non-smoking subjects. This study of quantifying the human chest wall vibration between these subjects might offer some insights in the human health diagnosis.

Looking at it from a medical point of view, assessing the chest wall motion and its behaviour is a common medical practice. Medical students were taught to evaluate the chest wall expansion by placing their hands on the back of the patient; the thumb being on the midline section [3].

However, it is crucial to quantify these chest wall motions as a brilliant scholar, William Thomson Kelvin once said, “When you cannot express it in numbers, your knowledge is of a meager and unsatisfactory kind. You have scarcely, in your thoughts, advanced to the stage of science, whatever the matter may be” [4]. Therefore, the author will attempt to quantify these chest wall movements, specifically among smokers and non-smokers, by using a physical device.
This physical device is called the DAQ system, which includes the accelerometer, the data acquisition (DAQ) measurement hardware, and the LabVIEW software installed on a Personal Computer (PC). In this case, the use of an accelerometer is to detect and take the reading of vibrational energy of the chest wall. It is generally known to convert a physical phenomenon (e.g., vibration) into electrical signals [1]. These electrical signals will then be sent to the DAQ measurement hardware for signal conditioning and analog-to-digital conversion before they are sent to the PC for visualization of data.

The main objective of this study is to investigate the frequency content of the human chest wall vibration in non-smokers, cigarette smokers and electrical cigarette smokers, which might be beneficial for future researchers in conducting a human health diagnosis.

2.0 RESEARCH METHODOLOGY

2.1 Design of Experiment

The experiment includes the measuring of the chest wall vibration of smoking and non-smoking subjects; the smoking subjects will further consist of normal cigarette smokers and electrical cigarette smokers. There were 16 test subjects that volunteered in this experiment: 6 non-smokers, 5 cigarette smokers, and 5 electrical cigarette smokers. It should be taken into consideration that there was only one female test subject under the cigarette-smoking category. The other 15 test subjects were all males. All test subjects were aged between 22 – 27 years old. A short survey was conducted at the end of every experiment to find out about the test subject smoking habits and whether they have any other health issues, allowing the author to observe any correlation with the experimental results.
Figure 2: Taking of Measurements of a Test Subject in a Supine Position

The experiment was conducted at Clinical Skills Suite 2, which is located at Level 5, Block D, Taylor’s University. The accelerometer was attached on the patient’s chest with 3M medical tape, designed to be gentle on human skin as well as being secure enough for the sensor to take good measurements. It is worth noting that there were two different locations on the test subject’s chest to take measurements from; one was directly below the left nipple and the other was above the left nipple. The placement of the accelerometer was done by a trained lecturer from School of Medicine.

As for the experimental equipment, the vibration measurement would use a DAQ system for measuring the signals. This DAQ system consists of mainly an accelerometer, DAQ hardware and computer software. The sensor used was a Brüel & Kjaer DeltaTron Accelerometer Type 4507 B with a frequency range of 0.3 Hz – 6 kHz as the sensor. The DAQ measurement hardware that will be used for this study is NI 9234 Module with 1-slot NI CompactDAQ Chassis with a maximum bandwidth of 23.04 kHz, which would be sufficient for the study of the human chest wall vibration. LabVIEW and Matlab will be used for data collection and data analysis respectively.

Figure 3: Brüel & Kjaer DeltaTron Accelerometer Type 4507 B and DAQ Measurement Hardware for this Experiment (picture taken by author)
This accelerometer was connected to the DAQ measurement hardware which is connected to the PC. During the collection of data, the patient will be in supine position in a relaxed state, while making no sudden movement as that might affect the data. Data collected from each patient will be stored into the PC.

2.2 Data Collection Parameters

The sampling frequency was determined by following the Nyquist Theorem which states that it should be at least 2.56 times greater than the highest frequency, \( f \) obtained in the measurement [5]. However, real world signals usually consist of frequency greater than the Nyquist frequency. Therefore, it is better to sample it at 5 to 10 times the highest frequency. If the sampling frequency is set less than 2\( f \), the signal might be aliased. In other words, it might create false images of the signals at frequency below \( f \), thus resulting in poor representation of the signal. By following the Nyquist Theorem, enough data is ensured to be collected in producing original signals, thus showing a better representation of data.

However, the author could not find information on what is the highest frequency given out by the chest wall during respiration. Therefore, literature reviews were conducted to find out what type of sampling rates used in experiments to measure the human breathing movement. Fekr and his team used a sampling rate of 50 Hz to measure respiration rate [6], Kikhia and his team used 10 Hz to measure body movement [7], and Dehkordi and his team used 500 Hz to record upper-body acceleration and the movement of chest and abdomen wall [8]. The author decided to use 500 Hz as a sampling rate to be safe, as too low of a sampling rate will cause aliasing. The signals were collected for at 15000 samples with a sampling frequency of 500 Hz.

2.3 Signal Processing

2.3.1 Pre-Processing Process

Before conducting the data analysis, a pre-processing stage was added. This pre-processing stage was necessary because it was seen that the time-domain signals were rather noisy, which might bury the desired frequency contents after signal processing. Therefore, a filter was needed to minimize or even eliminate this unwanted noise, thus achieving clearer results for the post-processing stage. A 2\( ^{nd} \) order Butterworth low-pass filter was used with a cut-off frequency of 20 Hz.

2.3.2 Post-Processing & Analysis of Data

It is important to first familiarize oneself with the signal analysis and measurement workflow when taking the measurements, so that the author can perform the data collection and data analysis smoothly.
Figure 4: Signal Analysis & Measurement Workflow

After obtaining the results in LabVIEW, the data will be presented in the time domain, which shows the change in amplitude with time. However, the author will have to convert this data into the frequency domain, as it has been proven to give more information on the vibrational energy compared to the time domain [9]. This is known as spectral analysis. There are a few types of spectral analysis; however for this experiment, the author has chosen FFT spectrum analysis, PSD analysis, as well as STFT analysis. This conversion to the frequency domain graphs can be done by using Matlab software. To do this, the raw signals in time-domain collected in LabVIEW must first be imported into Matlab software in the form of excel files.

2.3.3 FFT

Signals in the time domain shows the amplitude of the signal at the moment of sampling. Fourier’s theorem stated that the time domain waveform can consist of weighted sum of cosines and sines. This same waveform exists in the frequency domain as a pair of phase values and amplitude at each component frequency. The frequency spectrum provides more insights than the time signal domain [9], thus providing the author a higher understanding of the chest wall vibration.

It was found that the Fast Fourier Transform (FFT) method proved to be the most common type of analysis used [10]. FFT is an efficient and simple algorithm to calculate and compute Discrete Fourier Transform (DFT) [11]. To put it simply, FFT is most commonly used to convert time domain vibration signals into the frequency domain signals. It was also noted that the amplitude after FFT is performed would be the squared of the amplitude of the original signal.

Through FFT analysis technique, researchers are able to study the frequency pattern of a certain body or system that experiences some sort of vibration energy. In this study, the FFT function in Matlab was used to obtain this FFT spectrum, displaying
the frequency content of the signals along the x-axis. The frequency unit was hertz whereas the amplitude unit was G².

2.3.4 Power Spectral Density

As mentioned previously, the power in each frequency component of the signal after performing DFT/FFT can be obtained by squaring the amplitude or magnitude of that said frequency component [5]. Power spectral density (PSD) is used in measuring the power intensity of a signal in the frequency-domain. It is computed from the FFT spectrum of said signal. The units used for PSD is typically power per unit frequency. In this case, the unit is G²/Hz since the measurement signal was in G, which equates to approximately 9.81 m/s². The frequency (Hz) value in the unit G²/Hz represents the bandwidth rather than the frequency on the x-axis [12].

In this experiment, it was decided that this PSD spectral analysis should be conducted using Matlab, which might show some different pattern in the chest wall vibrational energy of the smokers and non-smokers. The number of FFT points and its window length were both set as 10,000 in Matlab as this showed a good frequency resolution. This particular number was obtained by the author by using the trial and error method to find good resolution. It was noted that the increment of window length and number of FFT points increase resolution.

2.3.5 STFT

STFT analysis converts the time domain signal into time and frequency localization, which gives information on the time and frequency of an event. The graph of STFT is known as a spectrogram. The magnitude of a signal is represented using a colour bar. There should be a compromise in choosing the window size of this analysis to make sure good representation of both time and frequency. Window size of 100 samples and number of FFT points of 2000 provided the best time and frequency resolution for this experiment.

3.0 RESULTS

There were three types of data analysis done on the vibrational signals; FFT analysis, PSD analysis and STFT analysis for both below and above the left nipple area. However, it was observed that the STFT or the spectrogram analysis does not show much difference between the three groups of people. Therefore, the other two analyses would be the focus in this discussion section.

Moreover, the vibrational measurements at above the left nipple area showed no difference between smokers and non-smokers, whereas there is a noticeable difference in the vibrational measurements at below the left nipple area. This is because more moving structures can be detected here such as the lungs, the heart, as well as the abdominal muscles which are moving while breathing. Due to this reason, the data for all spectral analysis on the vibrational measurements at above the left nipple area would be excluded here as well.

Based on the results, there was no noticeable difference between the normal cigarette smokers and the electrical cigarette smokers, which might be because the fact
that electrical cigarettes are fairly new in the market to have had a huge impact on the person’s breathing pattern. Moreover, all of the electrical cigarette test subjects were cigarette smokers prior to switching to electrical cigarette smokers. For better representation of data, the author has combined the electrical cigarette smokers into one group, which is labelled as the smokers. Below are the results for PSD and FFT spectrum estimates for smokers and non-smokers that are obtained from Matlab interactive tool called Signal Processing Toolbox. It is noted that the results shown in the tables below do not include some exceptions by some test subjects. However, it will still be discussed below.

Table 1: FFT Spectrum Estimate for Smokers and Non-Smokers

<table>
<thead>
<tr>
<th>FFT Spectrum Estimate</th>
<th>Non-Smokers</th>
<th>Smokers</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="FFT Spectrum Estimate" /></td>
<td><img src="image2.png" alt="FFT Spectrum Estimate" /></td>
<td><img src="image3.png" alt="FFT Spectrum Estimate" /></td>
</tr>
<tr>
<td><img src="image4.png" alt="FFT Spectrum Estimate" /></td>
<td><img src="image5.png" alt="FFT Spectrum Estimate" /></td>
<td><img src="image6.png" alt="FFT Spectrum Estimate" /></td>
</tr>
<tr>
<td><img src="image7.png" alt="FFT Spectrum Estimate" /></td>
<td><img src="image8.png" alt="FFT Spectrum Estimate" /></td>
<td><img src="image9.png" alt="FFT Spectrum Estimate" /></td>
</tr>
</tbody>
</table>
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The first thing to note is that all of the signals seem to be harmonic signals. In other words, the frequency components that were obtained in the graphs were multiples of the fundamental frequency. These frequency components are known to be harmonics. Considering that the signals are heartbeat signals, this would make sense as a heartbeat motion consists of a highly repeatable series of sine and cosine waveform. It is known that all harmonic signals are periodic as well.

As can be seen in the FFT spectrum estimate, the amplitude values for non-smokers are generally higher than the smokers. Referring to the PSD analysis, there is more noticeable frequency content after 10 Hz for the smokers when compared to non-smokers. However, it is noted that the higher frequency content for both smokers and non-smokers lies in the range of 1 Hz – 6 Hz. Both of these analyses have shown...
that non-smokers have higher amplitude but lower frequency, whereas the smokers have lower amplitude reading but higher frequency.

![Image of Amplitude vs Frequency](image)

**Figure 5: Percussion Pitch [13]**

Referring to Figure 5, the relationship of frequency and amplitude of the human body is shown. Percussion is a method used to cause sound vibration on the human body by striking an object against another. The sound vibrations are produced by density of the body’s underlying structures. The amplitude represents the height or depth of vibration, whereas the frequency represents the number of cycles per second. The concept of pitch can be described with frequency. The diagram shows that lower frequency produces lower pitch, whereas higher frequency produces higher pitch. It is said that a more solid structure has higher pitch (higher frequency) and a softer intensity (lower amplitude), whereas a more air-filled structure has lower pitch (lower frequency) and a louder intensity (higher amplitude) [13]. This would mean that the frequency content and the amplitude depend on the air content and the nature of the structures present at the location of percussion.

Since the above measurements were all taken below the left nipple area, the nature of the structures is a constant. This would suggest that the non-smokers have more air content, meaning to say more air is present in the chest wall area when compared to the smokers. Moreover, the higher frequency in the smokers would suggest a more rapid breathing.

Air goes into the mouth and nose, passing through the trachea. The trachea then splits into two branches of bronchus, which are then separated further into bronchiole, which further separates into the air sacs, known as the alveoli. Surrounding an alveolus, there are capillary tubes that carry pure blood and impure blood. The gas exchange between oxygen and carbon dioxide happens at the alveolus. The air that was breathed in carries oxygen that enters the lungs, and is then delivered to the bloodstream through
the alveoli; whereas carbon dioxide from the bloodstream is diffused into the alveoli, through the lungs, and is exhaled through the mouth and nose.

In a smoker, some lung tissue would be loss. Lung tissues referred here would be the air sac and tubular structures that carry the air to the air sacs (alveoli). The loss of these lung tissues will cause a block in the bronchiole, or may even cause the alveoli to lose its elastic recoiling capacity. Even though smokers can inhale well, the air may not reach the terminal air sacs due to the blockage at the bronchiole. When the air doesn’t reach these terminal air sacs, there will be no gas exchange. Moreover, the elastic recoiling of the alveoli has to happen for gas exchange to happen. Consequently, there is more carbon dioxide present than oxygen. The brain detects this slack of oxygen, which in turn triggers the respiration action, thus increasing the breathing rate. Severe cases would cause the person to start panting.

As mentioned, the results in the table above do not include some exceptions. However, it is important to note these exceptions. Based on all the FFT spectrum results, 90% of the smokers showed amplitude readings less than \(1 \times 10^{-5}\) G\(^2\), whereas 50% of non-smokers showed amplitude more than \(1 \times 10^{-5}\) G\(^2\). However, this low percentage of non-smokers might be contributed to two things; the test subjects for non-smokers are much less than that of smokers, and that 2 out of 6 non-smokers have a BMI of more than 30, which by the standards equate to being obese [14]. The thicker layer of the chest wall due to the fat causes the sound transmission to be diminished, thus resulting in lower amplitude.

Based on all the PSD results, 90% of non-smokers showed no noticeable frequency contents above 10 Hz, whereas 80% of smokers showed noticeable frequency contents after this point. It is important to take note of the exceptions, as it may be correlated to any health issues. The other 10% exception of non-smokers showed a little bit of frequency content above 10 Hz, however it is very little. The other 20% of smokers showed little to no frequency content above 10 Hz, possibly due to the fact that these test subjects have only smoked for only 2 – 4 years.

4.0 CONCLUSION & FUTURE WORK

4.1 Conclusion

The measurement readings taken at above the left nipple area have not shown any significant difference, thus it can be concluded that a more accurate reading of the chest wall structure can be taken from below the left nipple area. Based on the FFT spectrum analysis, the amplitude of smokers was observed to be less than that of non-smokers. Based on the PSD analysis, most of the frequency contents with high amplitude are all concentrated between 1 Hz – 6 Hz for all test subjects. However, the smokers have frequency peaks more than 10 Hz whereas the non-smokers show almost no peaks at all after this point. The low amplitude and high frequency of the chest wall structure show would suggest that smokers breathe more rapidly than non-smokers in order to inhale more oxygen. The results of this experiment might be of use for future researchers in conducting a human health diagnosis.

4.2 Future Work
This study was limited to only smoking and non-smoking test subjects. Perhaps future work can study the vibration of the human chest wall of people with severe health issues or respiratory problems.
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Abstract

Aerodynamic efficiency can be improved by adding dimples, vortex generator, suction effect on boundary layer and more. Research show that adding dimples on the airfoil does improve the aerodynamic efficiency by delaying the separation of the flow. The purpose of this paper is to identify whether adding dimples on the surface of the standard NACA0012 airfoil will improve the aerodynamic efficiency, also to identify what is the impact on aerodynamic efficiency when the geometry of dimple changes. The main outcome of this research is to provide the best geometry of dimple which provides the highest aerodynamic efficiency. The geometry that considered in this study are round, square, triangle and ellipse. Besides the geometry of the dimple, different configurations of placing the dimple were also studied in this project. There are three different configurations that have been studied in this project, which is placing the dimple on the upper surface, lower surface as well as both upper and lower surface. In this study, the simulation is performed by using the Spalart-Allmaras turbulent model of the ANSYS’s Fluent analysis system. The outcome of this study shows that, the best geometry for the dimple is ellipse. Ellipse’s dimple increased the aerodynamic efficiency of the airfoil by 6.24 % at 5° Angle of Attack and 3% at 10° Angle of Attack. Besides that, the results also show that placing the dimple on the lower surface of the airfoil is the best configuration compared with placing the dimple on the top surface and both top and lower surfaces of the airfoil.

Keywords: Aerodynamic efficiency, NACA 0012 airfoil, dimple, lift, drag.

1. Introduction

The study which is related to aerodynamics has become one of the hot topics recently. According to “Science Direct” the number of journals or articles that related to aerodynamics has increased from 2095 in the year of 2010 to 4165 in the year of 2015. The study of aerodynamics is important, as it allows human to fly in an object (aircraft) which is heavier than the air. It is a study which emphasizing on the forces and the resulting motion of an object when it is moving through the air [1]. Everything
that moves through a medium is affected by aerodynamics [2]. According to National Aeronautics and Space Administration (NASA), the aerodynamic study on the flying objects is dealing with the 4 forces acting on it, which is lift, weight, drag and thrust forces. Since the main study of this project is focusing on the aerodynamics of an airfoil where the weight and thrust forces are not directly related, hence only the lift and drag forces will be taken into consideration in this paper. Lift force of an aircraft was mainly generated by the wings itself. The streamline design of the wings allow the air to flow faster at the upper surface of the wings which causes the pressure acting on the upper surface of the wings to be lower by comparing to the pressure acting on the lower surface of the wings, and hence the lift force is generated due to the pressure difference. The lift force is commonly expressed as the relation between the lift coefficient, density of air, velocity of the aircraft and the wing’s surface area.

The drag force is a force that only can be minimised but not neglected. It is a force exerted as the object moving through a medium. The viscosity, density of the medium, the shape of the object and the roughness of the object’s surface are the factors which cause the drag force. In a more simple word, it is the force which restricts the object from moving. At subsonic speeds, drag is divided into two components; parasite drag and induced drag in addition to induced drag due to angle of attack. It is also sharing the same relation to the factor as the lift force, the only different is the lift coefficient in the lift force equation is replaced by drag coefficient in the drag force equation.

NACA 0012 airfoil is chosen as the based model in this project. The reason being is that many studies were conducted by using the NACA 0012 airfoil, hence there are many available results or data which can be used for validation or comparing purposes. Airfoil is the element of a wing, and wings are the important part of an aircraft whose main function is to generate lift force. In other words, improving the aerodynamic efficiency of the airfoil will directly improve the aerodynamic efficiency of the wing. This is also one of the reasons why the study is only conducted on the airfoil instead of the wing. Aerodynamic efficiency is defined as the ratio of lift coefficient over drag coefficient: Aerodynamic Efficiency $= \frac{C_L}{C_D}$. Hence, the aerodynamic efficiency can be improved by either increasing the lift coefficient or decreasing the drag coefficient. Generally, improving the aerodynamic efficiency reduces the operating cost of a commercial aircraft [3].

Surface modification is one of the methods that the researchers are working on to improve the aerodynamic efficiency of the airfoil. The introducing dimple on the airfoil is a type of surface modification. When the air flowed through the dimpled airfoil, a small separation bubble will form, and this phenomenon will cause the flow to be accelerated and the boundary condition will undergo a transition from laminar to turbulent flow. Hence delayed the flow separation, reduce the wake formation and improved the aerodynamic efficiency [4]. These are also one of the reasons why golf ball is designed to fill with dimples. A study was conducted to compare the aerodynamic efficiency of the smooth ball and golf ball and the result shows that the tangential forces create drag on the golf ball, however, it is only contributing 5% out of the total drag which is relatively small. Moreover, the pressure drag of the golf ball is way smaller than the smooth ball due to dimple which the turbulent boundary layer. Thus, introducing dimple will decrease the pressure drag which reduces the total drag.
and hence increase in the aerodynamic efficiency [5]. Another study also conducted on the golf ball, and the results show that both lift and drag forces increased when dimples are added to the surface of the golf ball. However, the lift force generated are way greater than the drag force; in a nutshell, it increases the trajectory of the golf ball [6].

Introducing dimple on the airfoil is not a new method which could use to improve the aerodynamic efficiency, there are lots of studies conducted in this specific area. For example, there is a study which specifically focusing on the aerodynamic efficiency of the NACA 2412 airfoil with varies depths of dimple. The results show that increasing the depths of dimple will increase the boundary layer, and hence, increase the stalling angle, which allows the airplanes to reach a specific altitude with a shorter period of time [7]. There is also another study which studies the effect of the configuration of the dimple on the aerodynamic efficiency. Two types of dimple’s configuration were studied in the project which done by Livya et al, the outward dimple and the inward dimple. It is proved that having the inwards dimple configuration are more benefits than the outward dimple configuration and adding dimple on the airfoil does increase the aerodynamic efficiency as well as increase the stalling angle [8]. Although, studies have proved that adding dimple on the smooth airfoil will increase the aerodynamic efficiency, however there is a gap which has not been done by any studies, which is the shape of the dimple. The majority of the studies was only conducted by using the semi-spherical shape’s dimple, however there is no further investigation or study conducted which determine the effect of the shape of dimple on the aerodynamic efficiency.

The main objective of this study is to numerically determine the effect of the shape of the dimple on the aerodynamic efficiency. However, in this study the main concern is only to analyse the effect of the dimple, the result obtained is not necessary to be improving the aerodynamic efficiency, it might actually worsen the aerodynamic efficiency. Hence, the main finding of this project is to determine how much different can the shape of dimple affect the aerodynamic efficiency. A numerical study was conducted by using the ANSYS Fluent solver to achieve the objective of the project. The shapes of the dimple was fixed to be round, square, triangle and ellipse. The number of the dimples is fixed as 1, and the location of the dimple is fixed at 20 % of the chord which is close to the location of which the flow separation begin to occur [9]. The study will also be conducted for positive angles of attack (AOA), such as 0°, 5° and 10°. AOA is defined as the angle between the chord line of the airfoil and the direction of the air flow.

2. Numerical Set-up

ANSYS Workbench 15 is used to conduct the study. All of the simulations were computed by using the FLUENT solver which are commonly used to compute Computational Fluid Dynamic (CFD). In order to have more accurate setup, some simulations were computed beforehand. The results obtained are then validated by comparing with the results obtained from articles.
2.1 Validation cases

In order to plot the airfoil accurately, the coordinate data of the NACA 0012 airfoil with 1 m chord length was obtained, then the 2D drawing of the airfoil was generated in Design Modeler (default CAD software of the ANSYS). After the airfoil’s drawing was generated the next step is to determine which type of meshing topologies are more suitable for the study. Since the validation cases are to validate the set-up by comparing the result with published article’s results, hence the C-domain or C-topologies was selected which is the same meshing topology applied in the reference articles. The C-domain are approximately 12.5 chord lengths away from the airfoil [10]. Figure 1 illustrates the 2D drawing constructed in Design Modeler.

![Figure 1. C-domain constructed in Design Modeler.](image)

After the meshing topology was selected and created in Design Modeler, the C-domain was separated into four parts by using the “projection” function. This is to prepare for the “bias” setting in the meshing set-up. While in the meshing set up, the “bias: setting was used in order to create more meshing element as it comes closer to the airfoil. The more element around the airfoil, the more flow energy was captured and calculated by the system. Figure 2 show the meshing created for the model.

![Figure 2. Meshing around the airfoil (left) and closed look on the airfoil (right) ](image)

It is important to check the meshing quality before continue to the following step, this is because meshing is one of the important factors which affects the accuracy of the results. According to one of the handbook or ANSYS guidebook created by ANSYS INC in 2013, low meshing quality will cause discretization errors, round-off errors, convergence difficulties, and nonscalable meshes which in overall will produce
non-reliable CFD results [11]. There are two factors that used to determine the meshing quality, there are the orthogonal quality and skewness. Skewness is calculated by using Equation 1. The smaller the skewness values, the lesser between the actual cell and the optimal cell. The skewness is in the range of 0 to 1, where 0 is the best and vice versa. It is acceptable for the skewness value which is less than 0.97. Beside skewness, the other factor which used to determine the meshing quality is the orthogonal quality. Which measure how far the meshing element from being a square in a scale of 0 to 1, where the orthogonal quality of 1 means that the meshing element is square in shape which is the most standard element shape. The minimum acceptable orthogonal quality is 0.15. Wall y plus is also another factor which can be used to determine the meshing quality, it must be below 30 in order to capture all the turbulent flow.

\[
Skewness = \frac{Optimal \ cell \ size - actual \ cell \ size}{Optimal \ cell \ size}
\] (1)

After the meshing is done, the last step is to do the naming process before continue to the fluent set-up. In this process, the inlet, outlet, and airfoil (wall) will be named so that it would appear in the boundary condition tab in fluent. The naming was done according to the Figure 3.

![Figure 3](image)

Figure 3. The red line on left figure are the inlet and red line on right figure are outlet.

The following step is the physical set-up which is done in the fluent software. The “double-decision” function was switched on, in order to obtain more accurate results. One of the studies shows that Spalart-Allmaras are of the best turbulent model which used to conduct the study on the aerodynamic of an airfoil[12]. The result shows that results obtained by using the Spalart-Allmaras model share the same trend as the experimental result, while on the other hand, the results obtained from K-epsilon turbulent model seems to be more inaccurate as the AOA increases. Hence, Spalart-Allmaras turbulent model was selected to conduct the simulation on this study. Every Reynolds-averaged Navier-Stokes Equation (RANS) models are formulated according to the general transport equations. Spalart-Allmaras is one of the RANS models which include an extra equation in the transport equation. The equation applied in Spalart-Allmaras are then become the equation which shown as Equation 2.

\[
\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot (\rho \mathbf{v} \mathbf{U}) = \nabla \cdot \left[ (\mu + \rho \nu) \nabla \mathbf{v} + C_{\mu 2} \rho \frac{\partial \mathbf{v}}{\partial x_i} \frac{\partial \mathbf{v}}{\partial x_k} \right] + C_{\mu 1} \rho \nu \Omega - C_{\mu 1} \rho \left( \frac{\mathbf{v}}{K y} \right)^2 f_w
\] (2)
After the turbulent model was selected, the following step is to set-up the boundary condition. The results obtained can only be comparable with others researcher’s results when both the studies are using the same Reynolds number. Reynold number is used measure the relative of inertia forces and viscous force, it can also be express as Equation 3.

\[ Re = \frac{\rho v d}{\mu} \]  

(3)

where,

- \( Re \) (Reynold number) = \( 3 \times 10^6 \)
- \( \rho \) (density of the air) = \( 1.225 \text{ kg/m}^3 \)
- \( d \) (chord length) = \( 1 \text{ m} \)
- \( \mu \) (the viscosity of the air) = \( 1.7894 \times 10^{-5} \text{ kg/ms} \)

Hence, the velocity requires in order to achieve the same Reynolds number is \( 43.82 \text{ m/s} \). It will be troublesome the change the AOA of the airfoil as it would need to start all over again from the beginning by changing the geometry of the drawing. Since there is no distinction between the cases of a body moving through a stationary fluid and that of fluid moving with a constant velocity past a stationary body, changing the AOA of the airfoil can be just as simple as changing the direction of the flow acting to the airfoil. This can be done by resolving the velocity into x and y component by multiplying the velocity with \( \sin \theta \) for the velocity of y-component and \( \cos \theta \) for the velocity in the x-direction, where \( \theta \) is the required AOA. The “simple” pressure-velocity coupling scheme was selected as it is also one of the common scheme which applied on studies which related to simulation of airflow over an airfoil [12,13]. In summary, all the set-up are summarised and as shown in Table 1.

<table>
<thead>
<tr>
<th>Fluent set-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>inlet</td>
</tr>
<tr>
<td>outlet</td>
</tr>
<tr>
<td>Solution Methods</td>
</tr>
<tr>
<td>Solution Initialization</td>
</tr>
</tbody>
</table>

2.2 Actual cases (dimpled airfoil)

Since validation has done for the purpose to make sure that the set-up used is the correct setting, therefore the set-up for the actual cases will also be the same as what have been used in the validation cases. However, there are some minor changes in the meshing method for the actual cases due to the dimple which introduced on the airfoil. Hence, all the cases for actual study both smooth and dimpled airfoil were conducted by shifting the position of the airfoil to another position as shown in Figure 4. Method 1 is the method which used in the validation cases while method 2 is a new method which used in the study on the effect of the shape of the dimple on the aerodynamic efficiency of the airfoil.
The new method, method 2 is aligning the end of the C-shape (the construction line in Figure 5) at 0.15 of the chord length (just right before the location where the dimple is added), the reason being of why aligning the C shape at this location is to bring the asymmetric part of the dimpled airfoil in the square region of the C-domain. **Table 2** show the results obtained from two different meshing set-up on the round dimple’s airfoil.

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>orthogonal quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method 1</td>
<td>0.97</td>
<td>7.61E -02</td>
</tr>
<tr>
<td>Method 2</td>
<td>0.99</td>
<td>2.03E -02</td>
</tr>
<tr>
<td><strong>Skewness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method 1</td>
<td>7.51E -02</td>
<td>0.13</td>
</tr>
<tr>
<td>Method 2</td>
<td>4.94E -02</td>
<td>0.056</td>
</tr>
</tbody>
</table>

As mentioned in the previous section, the larger the orthogonal quality and the smaller the skewness the more accurate the result will be. According to table 2, method 2 will be a more suitable meshing set-up for the dimpled airfoil. **Figure 5** shows the differences between the two meshing method.
Besides that, the Reynold number in the actual study will not be the same as the validation cases, which is 3x10\(^6\). There are odds that this study will be continued by carrying out the experimental analysis to validate the simulation results, therefore, the physical set-up for the actual cases is changed by according the limitation of the equipment available. The wind tunnel available in Taylor’s University has the space limitation of 0.303 m height x 0.303 m width x 0.7 m length to fit the specimen [15]. Moreover, the power limitation of the motor is also limiting the speed of the airflow in the test section. Therefore, by taking into consideration of this two limitations, the actual case will be conducted on the airfoil which has the chord length of 0.1 m and the speed of the airflow has changed from 43.82 m/s to 10 m/s. In a nutshell, the dimpled airfoil simulation was conducted by using the new meshing method and the new physical set-up. Different shape of dimple was added on the smooth surface to determine its effect on the aerodynamic efficiency. Round shape, square shape, and triangle shape dimple are the same dimensions as shown in Figure 6. Whereas the ellipse shape will not be able to have the same dimension as the round. Therefore, the dimension of the ellipse was designed in such a way that it share the same sliced area as the round dimple. After some calculation, the width and depth of the ellipse dimple are 0.04 C and 0.03125 C. Besides the shape of the dimple, the configuration of the dimple was also studied in this project. All of the simulations were conducted on all the 4 shapes and 3 different configurations, which is adding the dimple on the top surface of the airfoil, on the bottom surface of the airfoil and lastly on both top and bottom surfaces of the airfoil. All dimples will be added at 20% of chord length as this is the location where the flow separation begins. The function of dimple is to delay the flow separation, hence the most suitable location to add the dimple will be located at 20% of the chord length away from the leading edge.

![Figure 6. Dimension of the round, square, and triangle dimple.](Image)

### 3. Results and Discussions

The validation cases on the smooth airfoil were conducted for several AOA (0, 2, 4, 6, 8 and 10), and the results were validated by comparing to the results obtained from one the study which conducted by Eleni et al[16]. The result of comparison are shown in Figure 7.
According to Figure 8, there are almost negligible differences in the lift coefficient between the results obtained in the current study and Eleni’s work[16]. There are obvious differences in the drag coefficient, however, some calculations have done on the percentage of differences, and the maximum percentage of differences obtained is 24.2% which is acceptable for the preliminary stage of design. As been told by project supervisor, according to the preliminary stage of design, a percentage of error is acceptable as long as it is below 30%. Both graphs show the same trend where the percentage of error increases as the AOA increases.

As mentioned in the previous section, the actual cases will be using the new method and set-up, hence simulations on the smooth airfoil were also conducted in order to compare the results with the dimpled airfoil. All the results were plotted and compared with the smooth airfoil. The acronyms used in Figure 8 to 11 are explained in Table 3.

Table 3. Acronyms used in the following section.

<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Dimple's shape</th>
<th>Configuration of the dimple</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT, RB, RTB</td>
<td>Round</td>
<td></td>
</tr>
<tr>
<td>ST, SB, STB</td>
<td>Square</td>
<td></td>
</tr>
<tr>
<td>TT, TB, TTB</td>
<td>Triangle</td>
<td>Top surface, Bottom surface, Top and Bottom surface</td>
</tr>
<tr>
<td>ET, EB, ETB</td>
<td>Ellipse</td>
<td></td>
</tr>
</tbody>
</table>
Figure 8. Aerodynamic efficiency vs. AOA for different shapes of dimple.

Figure 9. Drag coefficient vs. AOA for different shapes of dimple.
Figure 10. Drag coefficient vs. AOA for different shapes of dimple.

Figure 11. Lift coefficient vs. AOA for different shapes of dimple.
3.1 Effect of the configuration of the dimple

By referring to all those graphs plotted and shown in Figures 8 to 11, it can be concluded that adding dimple do not necessarily increase the aerodynamic efficiency. Some of the models do show that the aerodynamic efficiency of the smooth airfoil is actually higher than the dimpled airfoil. However, a trend was found from all of the data obtained, it seems that the configuration of dimple on the bottom surface of the airfoil are actually the best in terms of higher lift and lower drag coefficient as well as the higher aerodynamic efficiency, in all the 4 cases where the shape of the dimple are various. Although the difference in term of lift coefficient is not that clear or obvious, however there are a significant difference in terms of the drag coefficient which in a nutshell increases the aerodynamic efficiency of the airfoil. This is one of the new findings which has yet to be seen in any other studies, most of the study was done with the dimple located on the top part of the surface only. The results obtained shows that adding dimple on both top and bottom of the surface are very similar to the cases where the dimple is only added on the upper surface of the airfoil. Lift force is generated due to the pressure difference between the upper surface and the lower surface of the airfoil. As shown in Figure 12, the figure on the left show the velocity distribution contour of the flow when the dimple added on the bottom surface of the airfoil, and the figure on the right is the velocity distribution contour of the flow when the dimple added on the top surface of the airfoil. Turbulent flow will be generated inside of the dimple, and according to the Figure 12, it decreases the velocity of the flow, which in a nutshell increase the pressure at the location where the dimple is added. According to the Bernoulli’s Principle, velocity is inversely proportional pressure, hence the surface where the dimple is added will have a higher pressure. There again explains the reason why adding dimple at the lower surface is better than adding dimple on the upper surface, which again justifies the results obtained in this study.

![Figure 12. Velocity contour of the flow for both dimpled airfoil where the dimple is introduced at the bottom and the upper surface of the airfoil.](image)

3.2 Effect of the shape of dimple

Besides the location of the dimple, the main goal of this study is to determine which shape if dimple will bring the most effect on the aerodynamic efficiency. Some calculation has been done on the percentage of different between each of the model which has a dimple on the lower surface of the airfoil and the smooth airfoil. The results were tabulated as shown in Table 4.
Table 4. Percentage of different between each of the cases and smooth airfoil.

<table>
<thead>
<tr>
<th>Type of airfoil</th>
<th>Aerodynamic Efficiency</th>
<th>Percentage of different by comparing with the smooth airfoil (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 AOA</td>
<td>10 AOA</td>
</tr>
<tr>
<td>Smooth</td>
<td>17.40834</td>
<td>16.15208</td>
</tr>
<tr>
<td>Round dimpled</td>
<td>18.30901</td>
<td>16.58517</td>
</tr>
<tr>
<td>Square dimpled</td>
<td>18.25701</td>
<td>16.58350</td>
</tr>
<tr>
<td>Ellipse dimpled</td>
<td>18.49442</td>
<td>16.63623</td>
</tr>
<tr>
<td>Triangle dimpled</td>
<td>18.41197</td>
<td>16.61616</td>
</tr>
</tbody>
</table>

According to Table 4, the effect of dimple actually is more significant when it is at 5° AOA by comparing with 10° AOA. The most significant improvement of the aerodynamic efficiency from the smooth airfoil is the one with the ellipse dimple. In both AOA, the airfoil with ellipse dimple has the most significant improvement from the smooth airfoil in terms of aerodynamic efficiency. Even though the sliced area on both ellipse and round shape’s dimple is the same, however there are significant different in the percentage of different with the smooth airfoil. This shows that, the width and depth of the dimple is one of the factor which will also affect the aerodynamic efficiency.

4. Conclusion and Future Work

The current study confirms that the most efficient or best dimple’s shape is an ellipse. Introducing an ellipse dimple on the lower surface of the airfoil does improve the aerodynamic efficiency for all the AOA that have been studied in this paper. By comparing to the AOA that takes into consideration in this study, the effectiveness of the dimple is higher at low angle of attack for all of the shapes of dimple. However, further research could be carry on in order to justify the result obtained in this work. Experiments could be conducted to validate the simulation’s results and also the observation obtained about the shape and location of the dimple. Moreover, more AOA and larger AOA should be conducted as the trend for the higher AOA might be different. Furthermore, some of the configuration of the dimple should be further research, such as the location to place the dimple, the size of the dimple as well as the effect of the number of dimples on the aerodynamic efficiency. Last but not least, the velocity used in this study are set to be 10 m/s, increasing velocity will affect the compressibility of the air, hence the result might be different if the same study was conducted by using different velocity.

References


Initial Look on Mechanical Power of a Kite-Based Airborne Wind Energy System in Malaysia for Microgeneration

Douglas Tong Kum Tien*, Tengku Mohamad Faris bin Tengku Salehadin

1School of Engineering, Taylor’s University, Jalan Taylors, Subang Jaya, Malaysia
2School of Engineering, Taylor’s University, Jalan Taylors, Subang Jaya, Malaysia

*DouglasKumTien.Tong@taylors.edu.my

Abstract

Wind speeds in Malaysia is not great for energy harvesting. They are too intermittent and not very strong. This makes installation of traditional wind turbines not too feasible. However, using airborne wind energy system, (AWES) energy harvesting using wind might be possible. AWES can reach winds that are unreachable via normal means. Using the theory of rotational kinetic energy, an early look of power from wind was estimated in this paper. Arduino and an optical tachometer was used for the logging and measuring of data. Results shows that wind power generation from kite at the test site to be insignificant. The theoretical power however showed much better result. This is perhaps due to the fact of not-so-idealised situation during the experiment. Experimentation using better equipment at a better site by a multidisciplinary team is proposed as future work on this subject.
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1. Introduction

In the pursuit of clean and renewable energy, wind is increasingly becoming a popular field of study. From 1996 to 2012, the world’s installed global capacity for wind generated power has increased from 6100 MW to 282430 MW [1], almost a 4630 % increase. This translates to roughly a three times increase of installed global capacity year-on-year for the past 16 years. Predominantly, these installations are found in Europe (38.67%) Asia (34.67%) and North America (23.92%).

When discussing wind energy, the first image that probably comes to mind are huge propellers propped onto massive white towers, spread out across an expansive flat grassy terrain, or at least somewhere along that line. These type of wind turbines are
classified as horizontal axis wind turbines or HAWT for short. These HAWTs typically about 100 m when measured from the hub height.

Deployed in installations known as wind farms, many countries harvest wind power as a source of alternative energy. These installations have shown various levels of success. For example, on the 20th December 2015, 45% of energy supplied to the state of Texas was from wind turbines [2]. Between 7th to 8th of May 2016, Germany’s electricity price was so low, they were in the negative. In fact, they were basically paying users to use electricity [3]. That weekend, 87% of Germany’s energy came from renewable sources. Lastly from the Land Down Under on the 16th of June 2016, Australia’s energy needs were met by 8.5% via wind power, a record for them. And this was achieved without any addition to their wind power capacity for more than a year.

While various countries are reaping the benefit of wind energy, equatorial countries like Malaysia are less fortunate. According to a high altitude global wind energy density map drawn up by Archer and Caldeira [4], strong winds only grace those countries in the hemispheres as opposed to the ones lying on the equator. This is due to the formation of high altitude jet streams on the hemispherical sides of the globe. From that, it is clear that wind energy harvesting in Malaysia would not be as effective but this is not to mean that Malaysia could not reach a level of wind harvesting that is sufficient enough to be economical.

Research done by various researchers [1], [5] - [6] indicates that the average wind speeds found in Malaysia at a height of 10 m is less than 4.4 m/s. By that definition, Malaysia’s wind can be categorised as a Class 1 wind, which is unsuitable for power generation, at least using typical wind turbines [7]. Despite that, there have been pilot projects to assess the suitability of using wind turbines as an alternative source of energy here in Malaysia. Such examples are like the ones and Terumbu Layang-Layang [8] and Perhentian Island [9]. However, according to Ho [7], these wind turbines were reported to be no longer operational.

Based on mentioned studies, a traditional wind farm does not show significant potential for long-term energy production through wind. If Malaysia are to harness the power of wind, a new approach may need to be evaluated. Such approach may lie in a new wind energy harvesting device called the airborne wind energy system (AWES).

One of the most basic form of AWES is a ground tethered wind turbine that flies or floats at high-altitude. The argument behind the concept of AWES is that the wind is stronger and more persistent at higher elevation. Such heights would be between 300 m to 1000 m [10]. A typical HAWT would usually stand at about 100 m measured from the hub height. Hence, if Malaysian wind is not suitable for HAWTs because the wind is too weak, there could be potential for power generation if the wind energy device could go higher.

Currently, the concept of AWES is popular in Europe and North America as many research groups, companies and start-ups are based there [10]. Hence, most work done on AWES has been primarily focused at locations where wind is much stronger than those found here in Malaysia. There has been no research done regarding the application of AWES for low wind speed countries or regions. Thus, the research
question stems from this gap in knowledge: How suitable are AWES for microgeneration under Malaysian wind condition?

Thus far, all research on AWES are focused on harnessing high-altitude jet streams. This is due to the fact interest in this new technology is promising in making wind generation for countries which uses wind turbines already even more economical. AWES use less material, lighter, less obtrusive and potentially have a higher power output than HAWTs. Thus far, no research on its application to make wind energy harvesting feasible for low wind speed countries have been done by any researcher. This technology has the potential to finally make wind power generation feasible for Malaysia. This research aims to demonstrate the effectiveness of such technology in Malaysia.

The objective of the experiment to assess the effectiveness of the AWES in terms of energy produced under Malaysian wind conditions for microgeneration.

2. Literature review

2.1. Airborne Wind Energy System Overview

The concept of AWES was introduced by Loyd in 1980 in his paper “Crosswind Kite Power” [11]. However, the idea did not garner any major interest until at least 10 years ago [10]. Since then, many groups had begun researching on the concept as a more promising alternative to the typical HAWT. Like during the early days of wind turbines, many groups also emerged with many new designs and concepts. Many designs like the Savonius and Darreus vertical axis wind turbines were explored before seemingly the tri-blade HAWTs took over as favourites. Right now, AWES seems to be in this phase of research, variety. Right now, there are probably a dozen different unique designs that are being developed, racing towards the mainstream. Generally, though, AWES can be seen as two major categories. They are:

1. Ground Generation AWES (GG-AWES)
2. Fly Generation AWES (FG-AWES)

The major distinction between these two is that GG-AWES has its generator placed on the ground while FG-AWES has its generator airborne.

GG-AWES generates electricity by relying on aerodynamic force generated by a kite or wing. Typically, a spool of tether is connected to a generator. Something like a drum will hold the spool. At the end of the tether, will be a kite or wing pulling the drum, rotating the generator. Once the drum runs out of tether, the generator will act as a motor and reel in the kite back. This process will use less energy than what was produced. The kite or wing will be having its angle of attack change during the reel-in and reel-out phase to either maximise or minimise lift [12]. Figure 1 shows a typical reel in and reel out phase of a GG-AWES.
As for FG-AWES, there are two types, ones which utilise the crosswind flight and ones which doesn’t. To distinguish between them, the former will be referred to as Type I and the later as Type II.

Type I uses a similar operating principle to the GG-AWES whereby a wing flies in a crosswind flight to generate electricity. Where it differs is in the position of the generator. Type I FG-AWES has its generator placed on the airborne part of the machine. This is typically a wind on an aircraft-like machine (see Figure 2). The tether attached on the ground does not produce electricity. It is merely just to anchor the kite. Wind passing through the rotors powers the on-board generators and it flies on a circular pathway shown in Figure 3.
Type II FG-AWES are also referred to as the lighter-than-air system [12]. The generator is airborne from the use of light gasses, typically helium. Their operating principle is more similar to HAWTs. Such example of its design can be seen researched by MIT startup Altaeros Energies (see Figure 4).

![Figure 3: Type 1 FG-AWES typical operation path [15]](image)

**Figure 3: Type 1 FG-AWES typical operation path [15]**

2.2. Malaysia’s Electrical Power Consumption

For the purpose of this FYP, it is important to find a benchmark to compare electrical power produced by the AWES and electrical power typically used in a Malaysian household. According to Kubota et. al. the energy consumed of household
among their respondents was found to be 24.5 GJ yearly on average [16]. This means that on a daily basis, one household uses on average about 67 MJ worth of energy, which translates to about 18 kWh per day or 432 kW. The power consumption reported here is nearly half of what was reported by Ponniran et. al where they estimated a daily power usage of 824 kW [17].

From their methodology though, one might be more inclined to agree with estimates provided by Kubota et. al. While both relies on survey as their investigative tool, Kubota et. al. has a superior number of respondents; 366 vs. 50. Moreover, Kubota et. al. survey data not only includes appliances used by residence but also their usage duration. Ponniran et. al. did not mention this in their methodology or discussion but their data was presented in kW instead of kWh, which indicates that duration of usage might not have been considered. Kubota et. al. presents data in kWh and MJ to represent energy usage in their discussion. So a daily energy usage of 18 kWh is chosen as a benchmark for power consumption.

2.3. Malaysian Wind Characteristics

Malaysian winds are seasonal by nature and is effected by the southwest monsoon, northeast monsoon and two brief inter-monsoons [6]. Wind direction however is affected by the land and sea breeze [5]. The south-west monsoon occurs between late May to September while the north-east monsoon occurs between November and March [5].

Wind in Malaysia varies according to location [18] and for such cases, a wind map is required to see the characteristics of such variation. However, reliable wind map of Malaysia has not been created yet. A wind mapping study by the Sustainable Energy Development Authority (SEDA) is expected to be complete by 2016 [7].

Even without a proper wind map, many research work on Malaysian wind have been published over the last 10 years. Some of these research was criticised to be “grossly inaccurate” or too localised by Ho [7] but some do offer a glimpse on Malaysia’s wind energy potential.

One of studies was done by Ibrahim et. al. [5] where they studied the wind characteristics of nine sites which are primarily situated at coastal areas. These 9 sites are Bintulu, Kota Kinabalu, Kuala Terengganu Airport, Kuching, Kudat, Mersing, Pulau Langkawi, Sandakan and Tawau. Wind speeds were gathered for a year through the Malaysian Meteorological Department (MMD) at a 10 m height. Wind data are interpolated to a height of up to 100 m for all locations using the Power Law equation. Weibull distribution is used to indicate the frequency of occurrences of specific wind speeds across all nine sites and Inverse Distance Weighted (IDW) interpolation method was utilised here to calculate unknown wind speed of the area surrounding the site.

It was discovered that Bintulu, Kuala Terengganu, Kuching, Mersing, Pulau Langkawi and Sandakan experiences faster wind during the northeast monsoon while Kota Kinabalu, Kudat and Tawau experiences faster wind speeds during the southwest monsoon. Figure 5 and Figure 6 shows where geographically these sites are. Referring
to the figures, it can be easily seen why the aforementioned sites experience highest wind speed on respective monsoon seasons. It is especially obvious for the sites during the northeast monsoon. All the five out of the six sites are directly exposed to the blowing wind.

Figure 5: Sites with faster wind speeds during northeast monsoon

Out of the nine sites chosen as location for their case study, Ibrahim et. Al deduced that Mersing has the highest potential for wind power generation from the Weibull distribution parameter calculated. It had less variation in wind speed with wind as strong as 3 m/s being more frequent at 60 m height. In fact, monthly wind mapping consistently shows the south part of Peninsular Malaysia to have more wind. Kudat comes second in their analysis. However, all sites seem to lie in the Class 1 wind, which is unsuitable for the deployment of HAWTs.

Figure 6: Sites with faster wind speeds during southeast monsoon
Another study by Masseran et. al. [18] evaluated the persistence level of wind speed for several wind stations in Peninsular Malaysia. Sites chosen for their study was Alor Setar, Bayan Lepas, Chuping, Ipoh, Cameron Highland, Kota Bahru, Kuantan, Malaca and Mersing. The objective of the study was to obtain a wind speed duration curve (WSDC) for their chosen site. By referring to WSDC, they can evaluate statistically, the percentage of time wind speeds exceeds 4 m/s, a minimum threshold for a typical HAWT would be able to operate. Again, they find Mersing to have the highest percentage albeit at only 18.2 %. Their data is based on wind speed data collected over a duration of three years.

Other studies [1], [5] - [6] also echoes the same result while using different methodology. Wind persistence and average wind speed are not suitable for the use of HAWTs in those locations case studies are done but again, as Ho mentioned in his paper, the examples used by many research does not cover the entirety of Malaysia. Case studies are too limited in its scope to completely doom wind energy as a viable source of alternative energy. Example of potential sites which have not been studied yet so far is areas on the west side of the Titiwangsa Mountains which could experience strong wind during the southwest monsoon period.

2.4. Available Wind Power

The energy available in wind by itself is finite even if the creation of the phenomenon seems infinite. The power per unit area available in wind depends heavily on wind speed [17]. Power is defined by work done divided with time. For wind, work done ($W_{wind}$) can be expressed as Equation (1). The equation is exactly the same as kinetic energy where $m$ is mass and $U$ is velocity.

\[ W_{wind} = \frac{1}{2} m U^2 \]  

(1)

For wind mass flow rate is expressed as:

\[ \frac{dm}{dt} = \rho A U \]  

(2)

If the term mass in Equation (1) is replaced with mass flowrate in Equation (2), the resulting expression is as shown in Equation (3).

\[ \frac{P_{wind}}{A} = \frac{1}{2} \rho U^3 \]  

(3)

For Equations (2) and (3), $A$ represents area that is being swept by the rotor of a wind turbine. $P/A$ represents the power per unit area while $U$ is the wind speed and $\rho$ is the air density. As can be seen, wind velocity has a major influence on the power wind can generate. Assuming an air density of 1.225 $\frac{kg}{m^3}$, at 4 m/s, the theoretical power generation is 39.2 W per unit area. Double the wind speed to 8 m/s with the same density, the theoretical power generation climbed to 313.6 W per unit area. A 100 % increase on wind speed resulted in an 800 % increase in theoretical power output. This demonstrates how sensitive power output is to wind speed.
2.5. Betz Limit

Betz limit or Betz criterion is a fixed percentage which describes the maximum amount of energy that can be extracted from a fluid which is going through and idealised turbine [19]. Wind energy that goes through the rotor cannot be extracted with a 100% efficiency. A 100% efficiency turbine is impossible because it implies that the kinetic energy in the wind is fully transferred to the turbine, which would result in zero velocity beyond the rotor. The derivation of the Betz limit assumes a rotor which does not possess a hub and has an infinite number of smooth rotor blades. In addition to that, the derivation only considers a free rotor within a hypothetical stream tube. Betz limit states that the maximum energy that can be extracted from a flowing limit is about 59.26%.

This value of 59.26% is excluding other factors such as turbulence and mechanical lost. So in the best of cases, a turbine will have a minimum loss of 40.74%. Of course in practical application, percentage of loss is higher.

3. Methods

The experiment to find mechanical power follows the steps shown in Figure 7. Angular velocity and wind speed is measures simultaneously using the instruments described in subsection 3.4. A kite with a surface area of 0.5 m is flown to a start position of about 100 m and measurement of wind speed and rotational velocity is taken until it reaches 200 m. At that point, the kite is reeled back in to about 100 m and the measuring process is repeated until there are a set of three measurements of wind speed and rotational velocity from 100 m to 200 m.

Figure 7. Experiment flowchart
3.1. Mechanical Power Measurement

There are numerous ways mechanical power can be measured. The most effective method is by using a dynamometer. Unfortunately, such instrument is not available as a resource. For this experiment, an alternative measuring device was manufactured based on how a dynamometer function. Detail on this device is further talked about in subsection 3.4.1

The power that is developed by the kite is measured through its ability to rotate a hollow metal shaft. A 200 m long thread is spooled onto a metal chrome shaft with ends slotted in a plastic enclosure. The untied end of the spooled thread is then attached onto a kite that will rotate the shaft. Refer to Figure 9 for an illustration.

Power that is being outputted by the kite can then be calculated through the concept of rotational kinetic energy. Firstly, for a rotating body, energy can be defined as Eq. (4), where $I$ is a body’s moment of inertia and $\omega$ is the rotational speed in radians per second.

$$KE_{rot} = \frac{1}{2} I \omega^2$$  \hspace{1cm} (4)

Power is defined as the rate work is being done. Hence by dividing time with the summation of rotational energy, average power can be computed. This equation of power is represented as Eq. (5). $\Delta t$ is elapsed experiment data set time or how long was the measurement for $\omega$ is taken.

$$P_{ave} = \frac{\Sigma KE_{rot}}{\Delta t}$$  \hspace{1cm} (5)

The resolution of measurement was taken at 1 reading per second. Hence, if say the data set resembles the one shown in Table 1, the calculation for average power would be like the one shown in Eq. (6). Note that elapsed time in Table 1 is cumulative.

$$P_{ave} = \frac{KE_1 + KE_2 + KE_3 + KE_4}{T_4}$$  \hspace{1cm} (6)

<table>
<thead>
<tr>
<th>Kinetic Energy (J)</th>
<th>Time elapsed (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KE_1</td>
<td>T_1</td>
</tr>
<tr>
<td>KE_2</td>
<td>T_2</td>
</tr>
<tr>
<td>KE_3</td>
<td>T_3</td>
</tr>
<tr>
<td>KE_4</td>
<td>T_4</td>
</tr>
</tbody>
</table>
For this experiment, the rotating body is a steel chrome pipe. So, the formula for $I$ for a hollow pipe is given by Eq. (7).

$$I = \frac{1}{2} M(R_i^2 + R_o^2)$$  \hspace{1cm} (7)

$M$ is the mass of the pipe. $R_i$ is the internal radius of the pipe and $R_o$ is the external radius of the pipe.

### 3.2. Wind Speed Interpolation at High Altitude

Wind measurement is taken from 1 m above the ground. Wind speed at high altitude is determined through an empirical method: The power law equation. This method allows for a simple interpolation of wind speed. The power law equation is shown as Eq.(8).

$$\frac{U(z)}{U(z_r)} = \left(\frac{z}{z_r}\right)^\alpha$$  \hspace{1cm} (8)

$U(z)$ represents the wind speed at a height, $z$. $U(z_r)$ is the wind velocity at the set reference height, $z_r$. Lastly, $\alpha$ is the power law exponent [20].

There are a few methods to ascertain the value of $\alpha$ but in this experiment, it will be based on the correlation to surface roughness. Surface roughness in this circumstance is a description of the terrain. Artefacts like trees, building or a lack of them effects roughness. The equation to find $\alpha$ is given by Eq. (9).

$$\alpha = 0.096 \log_{10} z_0 + 0.016(\log_{10} z_0)^2 + 0.24$$  \hspace{1cm} (9)

$z_0$ in the above equation refers to surface roughness. The test area is by the ocean and has few trees with a few low buildings. According to Manwell et. al. [20], the value of $z_0$ can be taken as 0.2. This gives an $\alpha$ value of 0.18.

### 3.3. Site selection

Site selection is done based on two factors, current monsoon season and convenience. It is most ideal to go to a coast line near the north part of the peninsular at this time of year as it is on the southwest monsoon season but it is too far. So the best option is to go to Morib. It is relatively close and still facing the right side of the monsoon.
3.4. Data Acquisition

3.4.1. Measuring rotational speed

Rotational speed is measured using an optical tachometer. Due to limited resources, the optical tachometer is self-made based on a schematic from the internet. The relatively simple sensor is fashioned using a pair of IR LED and receiver, two resistors and a variable resistor.

The basic principle of the sensor is similar to those used in other optical tachometer in the market. IR beams are emitted from a transmitter (the IR LED) towards a rotating body with a reflective marker or sticker placed on it. The reflective marker would reflect the IR beams. An Arduino microcontroller is used to gather angular velocity data from the sensor. The data is then saved as text using a serial port terminal application called CoolTerm. The software interfaces with the Arduino by being a serial monitor. Wind data is recorded manually by hand as it cannot interface with the Arduino unit.
3.4.2. Measuring wind speed

Wind speed is measured using an AP472 S1 vane probe by Delta Ohm. Because of a lack of data acquisition device to gather wind speed, a helper was employed to manually take down the wind speed. RPM data from kite is taken at 1 reading per second but it is not possible through human effort alone. Wind speed in between reading is considered constant.

4. Results and Discussion

Table 2 shows the average energy produced and average wind speed for the 3 data sets. From initial observation, the trend supports the notion that a higher average wind speed does correlate to higher energy output.

Table 2: Correlation between generated energy and wind speed

<table>
<thead>
<tr>
<th>Set</th>
<th>$E_{\text{average}}$ (J/s)</th>
<th>$E_{\text{total}}$ (J)</th>
<th>$V_{1\text{m}}$ (m/s)</th>
<th>$V_{10\text{m}}$ (m/s)</th>
<th>$V_{100\text{m}}$ (m/s)</th>
<th>$V_{200\text{m}}$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>1.673</td>
<td>1.42</td>
<td>2.15</td>
<td>3.25</td>
<td>3.69</td>
</tr>
<tr>
<td>2</td>
<td>0.02</td>
<td>5.148</td>
<td>1.49</td>
<td>2.26</td>
<td>3.43</td>
<td>3.88</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>10.003</td>
<td>1.62</td>
<td>2.45</td>
<td>3.72</td>
<td>4.21</td>
</tr>
</tbody>
</table>

Power generated by wind is directly proportional to the cube of wind speed. Hence a little increase of wind can certainly effect energy produced. This seems to also be the case. A 4.7% increase from 1.42 m/s to 1.49 m/s yields a 68% increase of energy output. A 6% increase from 1.49 m/s average wind speed to 1.62 m/s average wind speed yields a 48% increase in energy output.

Even so, focusing on actual yield shows what seems an insignificant amount of energy. However, it has to be noted that these yield are only representing energy gained from 5 minutes of power generation using a very small kite. It is worth noting here that each data set takes 5 minutes to complete and it takes another 5 minutes to reel the kite back in. If say the kite operates for a full day, it will have generated energy for 12 hours a day. This is equivalent to 720 minutes. Then, multiplying the $E_{\text{total}}$ by 720/5 would give the daily energy yield of the kite. These estimations for power generation is tabulated in Table 3.

Table 3: Estimation for daily, monthly and yearly energy output based on experiment data alone

<table>
<thead>
<tr>
<th>Set</th>
<th>$E_{\text{total,1day}}$ (J)</th>
<th>$E_{\text{total,1month}}$ (kJ)</th>
<th>$E_{\text{total,1year}}$ (MJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>235.73</td>
<td>7.07</td>
<td>0.08</td>
</tr>
<tr>
<td>2</td>
<td>741.31</td>
<td>2.22</td>
<td>0.27</td>
</tr>
<tr>
<td>3</td>
<td>1440.43</td>
<td>20.74</td>
<td>2.49</td>
</tr>
</tbody>
</table>

Estimation from Table 3 is not enough. In fact, is it inaccurate because the frequency of the wind occurred during the experiment is not known. One of the more
important parameters looked into when determining potential energy output for wind power is the wind speed duration curve (WSDC). From a WSDC graph, the persistence of a particular wind speed can be statistically estimated. This is particularly useful for the purpose of this discussion as it expands the usefulness of the relatively small data set presented here.

To create a WSDC curve, a years’ worth of wind speed data is required. This cannot be done in this study due to time constraint. Instead a WSDC curve created by Masseran et. al will be used here as reference. Figure 10 shown here is the WSDC graph taken from the paper they published [6].

The wind data here the WSDC is based on 10 wind stations. This literature does not mention the height where the wind speed was taken from but previous literatures [1], [5] cited that it is from a height of 10 m.

From data set 3, wind speed estimated at 10 m height is 2.45 m/s. Based on WSDC in Figure 10, such wind speeds occur around 48% of the time at Mersing in a three-year period. If that is the case, the adjusted energy generation yearly is as represented as Table 4.

<table>
<thead>
<tr>
<th>Set</th>
<th>$E_{total,year}$ (GJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000028</td>
</tr>
<tr>
<td>2</td>
<td>0.000095</td>
</tr>
<tr>
<td>3</td>
<td>0.000872</td>
</tr>
</tbody>
</table>

Value shown in Table 4 can be compared with the average household power consumption reported by Kubota et. al [16]. The reported yearly power consumption per household is 24.5 GJ. Based on the WSDC statistic and estimated power generated yearly, the power by the kite is very much quite low. It is not enough to even power fluorescent lamps, which accounts for 5 % of energy usage by a typical household [16].

There are many reasons that may attributed to this low output of energy. Some notable points are:

- Small kite area
- Possible low wind speed area
- Not flying in a crosswind motion
- Flying path is not optimised using automation
- Unsuitable kite design
The aerodynamic force developed by a kite is given as:

\[
F_a = \frac{1}{2} \sqrt{C_D^2 + C_L^2 v_a^2 S}
\]

(10)

Where \(C_D\) is the coefficient of drag of kite, \(C_L\) is the coefficient of lift of kite, \(v_a\) is apparent wind speed experienced by the kite and \(S\) is the area of the kite [21]. So a larger kite would give a larger force. The equation of power can be written as shown in Eq. (11). \(v_t\) is the speed of tether during the reel-out phase. So a kite with more surface area would give a better power output.

\[
P = F_a v_t
\]

(11)

Another reason for a low power output is due to the fact the wind passing through Morib passes Indonesia first. The experiment was done during the southeast monsoon period where wind comes from the southwest. Referring to Figure 8, Morib is positioned on the west side of the peninsular.

AWES in development in Europe and North America are very advanced. They employ autonomous control to optimise wind power generation. They also fly their kites in a crosswind motion as illustrated in Figure 1. The kite during the experiment on the other hand only fly in a straight path, catching the wind.
Even if the result of the experiment doesn’t seem encouraging, it is interesting to see, theoretically how much can actually be achieved using a more suitable setup. Daily energy produced can then be estimated by assuming a 12-hour generation time. Using a kite of the same area, average power output for data set 1, 2 and 3 are tabulated in Table 5.

Table 5: maximum theoretical power output of the same kite area

<table>
<thead>
<tr>
<th>Set</th>
<th>$E_{total,1\text{day}}$ (J)</th>
<th>$E_{total,1\text{month}}$ (J)</th>
<th>$E_{total,1\text{year}}$ (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>499,392</td>
<td>14,981,760</td>
<td>179,781,1120</td>
</tr>
<tr>
<td>2</td>
<td>547,776</td>
<td>6,433,280</td>
<td>197,199,360</td>
</tr>
<tr>
<td>3</td>
<td>669,600</td>
<td>20,088,000</td>
<td>241,056,000</td>
</tr>
</tbody>
</table>

Theoretically, now, the energy output yearly seems much more promising. The kite is supplementing about 1% of the total energy use. This number can be further increased by having a bigger area kite and flying at even higher altitude.

4.1. Errors

Error from this experiment may come from the reading of the instruments, mainly the tachometer and the weather vane. The error of the weather vane is can be considered minimal but the self-made tachometer may have more error. The tachometer was tested with a ready-made tachometer and shows consistent results.

From the analysis, error may be found in assumptions from wind extrapolation calculation and power estimation.

5. Conclusions

The work done here has shown the potential of AWES for the use of microgeneration in Malaysia. The experimental output from the kite was insignificant but the fact that the equipment and conditions not being ideal is a major contributing factor. Theoretically, using a small kite (about 0.5 m) shows that is able to get an average power of around 15.5 W, which is not a lot.

The research question this study was set up to do was to assess how suitable are AWES for microgeneration under Malaysian wind condition. From the given evidence, the answer is still difficult to assess. The test in the end was not conclusive enough since the result seems to skew towards unfeasibility. If the result showed promise under non-ideal condition, the answer to the research question would undoubtedly be a resounding yes but this report cannot give such endorsement.

The study however did achieve its objective, that is to assess the power generated from a kite. Although the research question was not answered conclusively, many points and useful knowledge can be taken away.

- Without a proper AWES setup and crosswind flight, power produced is limited
Wind energy is heavily reliant on wind speed. A small increase in wind speed indeed showed at least 50% increase in energy output based on experiment.

To achieve that strong wind, going higher in elevation is an option.
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Abstract

Vibration-based electromagnetic energy harvester is receiving more interests as an energy conserving tool for wireless sensors and actuators. It harvests the mechanical energy that is available from vibration into electrical energy using electromagnetic induction. In the past few decades, various modifications are made currently in the similar field to optimize the power output of the designs. This paper described the related research works that are able to optimize the power output of the design and also to study the effects of different coil geometries to the power output of the design. The parameters that will be investigated are the number of coil turns, coil effective length, thickness of the magnets holder and the coil’s shape and dimension. The project has also conducted analytical analysis to verify the simulation results from numerical analysis. The verification analysis shows that the average percentage of error between analytical and numerical analysis is 15.15 %. From the research, it is identified that higher number of coil turns will decrease the efficiency of electromagnetic induction due to resistance. Furthermore, it is identified that 11 mm coil effective length is the optimum effective length for the design as it has the highest improvement in performance. Although, longer effective length will generate more current output, it will also occupy more space for the design which eventually leads to a bigger design. Apart from that, the optimum thickness of magnets holder is set to be 2 mm through the simulation analysis between the relationship between the thickness of magnets holder and induced current output conducted using Finite Element Analysis (FEA) software, Ansys Maxwell. Lastly, it is concluded that rectangular-shaped coil is the optimum coil shape for the project design setup as it generates the highest current output among the other coil shape.
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1. Introduction

With the rapid growing population of the world, the demand for energy that supplied to every device also increases rapidly. This has led to the challenge of insufficient energy supply also arises. However, engineers and scientist all around the world are working together to solve this challenge by focusing on the same topic, energy harvesting. In the recent years, energy harvesting has played an important role in the energy industrial or field. Energy harvesting is a process where minimal amount of energy is harvested from one or more energy sources to be stored or perform work. In the old days, this small amount of energies was not able to be captured due to the lack of advance technology that exists nowadays. Energy harvesting devices and tools are getting better and better in converting other forms of energy to electrical energy in terms of overall efficiency and effectiveness.

Energy harvesting applications come in many forms, some of the famous ones are photonic, thermal, and vibrational. Vibrational energy harvesting is where the where the motion of the vibrating objects generates electricity through either piezoelectricity or electromagnetic induction. Electromagnetic induction application that is used in the energy harvesting is based on Faraday’s Law of electromagnetic induction [1]. A few of good examples that use electromagnetic induction to capture small trace of mechanical vibration to generate electrical energy to other devices to perform tasks are EnOcean ECO 200 and Perpetumm wireless sensor. However, based on the examples in the market, there is still room for improvement for these devices in term of power delivering efficiencies. Higher efficiencies of power output can be obtained from the same device with a different internal design of the device which will be the coil geometries. Coils are needed to cut the magnetic fluxes to generate electricity, hence, higher number of coils will generate more electricity. However, by increasing the number of coils does not necessarily increases the efficiency of the device. Furthermore, it will be not practical to have so many coils when the coils are already heavier than the device. Hence, the different arrangement of the coil which is the coil geometries strongly affects the output efficiency of the device within specific parameters to be investigated.

2. Research Methodology

This project comprises mainly of 3 parts which is verification, modelling using Finite Element Analysis (FEA) and simulation using Finite Element Analysis. Verification of results focuses on the accuracy and consistency of the simulation results from the theoretical results. Second part of the project is on the modelling of the energy harvesting device. Lastly, the simulation focuses on the analysis of simulation results obtained.

2.1 Modelling using Finite Element Analysis (FEA)

2.1.1 Design and Setup for Magnets and Steel Magnets Holder

For the setup of the energy harvesting device, there are total of 4 magnets in the design where 2 are on top and another 2 are at the bottom. The top ones has the same magnetic pole direction whereas the bottoms ones have opposite magnetic pole
direction from the top ones. The setup of the design is referred from S. Beeby’s design for his micro electromagnetic generator [2]. The 3D and 2D illustrations of the design are shown in Fig.1 and Fig.2. The location of the magnets are designed in this way because it is necessary to guide the magnetic field back to the opposite side [3]. Apart from that, it also provide the highest induced current output according to Fleming’s Right Hand Rule. Using this setup, the current will be induced in the same direction even though there are two different magnetic fields.

![3D model of the energy harvesting device with rectangular coil.](image1)

![2D model of the energy harvesting device with rectangular coil.](image2)

In order to minimize the magnetic flux lose into the air, steel magnet holder is located as shown. Referring to Arroyo et al., magnetic flux linkage will lose at high rate in the air at the side of the magnet if there is no ferromagnetic material to link the flux to create magnetic flux linkage [4]. Therefore, by minimizing the magnetic flux lose in the air, it is possible to obtain maximum induced current output from the electromagnetic induction energy harvesting device [5].

### 2.1.2 Design and Setup for the Coil

For this research project, there are 3 designed coil shapes for the simulations which are circular, polygon and rectangular coil as shown in Fig 3. Each design is modelled to be the same volume which is 28 mm$^3$.

![Circular, polygon and rectangular coil shape.](image3)
2.1.3 Material

For the magnets, the material used is Neodymium Iron (NdFe35) which is known as rare earth magnet and widely used as permanent magnets nowadays. The reason of using this material for the magnets is because it is most advanced and widely commercialized magnet material. Apart from that, it has also the most powerful magnetic properties [6]. The permanent magnet properties is shown in Table 1.

Table 1. Properties of magnet (NdFe35) obtained from Ansys Maxwell.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Permeability</td>
<td>1.0997785406</td>
</tr>
<tr>
<td>Bulk Conductivity</td>
<td>625000 siemens/m</td>
</tr>
<tr>
<td>Magnetic Coercivity</td>
<td>-890000 A/m</td>
</tr>
<tr>
<td>Mass Density</td>
<td>7400 kg/m³</td>
</tr>
</tbody>
</table>

Copper has high conductivity of electricity which makes it an ideal material for the coil. Due to the fact that energy harvesting devices harvest very little amount of electrical energy, electrical resistance is crucial in maximizing the power output. Furthermore, copper has been used in the electrical wiring industries for decades which makes it highly reliable and cheap. Therefore, copper is chosen to be the material of the coil in this research project. The material properties of the copper is shown in Table 2.

Table 2. Properties of copper obtained from Ansys Maxwell.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Permeability</td>
<td>0.999991</td>
</tr>
<tr>
<td>Bulk Conductivity</td>
<td>58000000 siemens/m</td>
</tr>
<tr>
<td>Mass Density</td>
<td>8933 kg/m³</td>
</tr>
</tbody>
</table>

Steel 1010 is used as the material for magnet steel holder as it is a standard metal that is easily available and high tensile strength. The material properties of Steel 1010 is shown in Table 3.

Table 3. Properties of steel holder (Steel 1010) obtained from Ansys Maxwell.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk Conductivity</td>
<td>20000000 siemens/m</td>
</tr>
<tr>
<td>Mass Density</td>
<td>7872 kg/m³</td>
</tr>
</tbody>
</table>

2.2 Motion Setup

In most electromagnetic induction energy harvesting devices, the magnets are the vibrating or translating components of the system [7]. Steel magnet holder can be connected to a short beam that has high stiffness that increases the frequency of the oscillation. Higher frequency of oscillation is favorable in this research as it increase the number of times the coil cut through the magnetic flux. In the motion setup of the simulation, the velocity that the magnet is travelling is 6m/s with total distance travelled is 6 mm. The settings for the motion setup is shown in Table 4 and the travelling object in the simulation is the magnets and the magnets holders illustrated in Fig. 4.
Table 4. Motion Setup for the simulation project.

<table>
<thead>
<tr>
<th>Moving vector</th>
<th>Z (Positive)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion Type</td>
<td>Translating</td>
</tr>
<tr>
<td>Initial Position</td>
<td>-3 mm</td>
</tr>
<tr>
<td>Translating Limit (Negative)</td>
<td>-3 mm</td>
</tr>
<tr>
<td>Translating Limit (Positive)</td>
<td>3 mm</td>
</tr>
<tr>
<td>Velocity</td>
<td>6 mm/s</td>
</tr>
</tbody>
</table>

Figure 4. Magnet is set to be the moving object in the simulation.

2.3 Analysis Setup

The simulation is conducted in transient solution type because it is necessary to study the behavior of the induced current while translating. Therefore, the simulation is set with 0.1 s time step with stop time of 1 s. Hence, the simulation results will be presented in 0 s to 1 s with 0.1 s interval time.

3. Results and Discussions

3.1 Verification Analysis

3.1.1 Verification Method 1

Due to the microscale size of the electromagnetic induction energy harvesting device, the experimental analysis of the research project cannot be done and it is only possible in simulation and analytical analysis. Hence, to verify the results obtained from the simulation in FEA, analytical analysis is conducted to make verification on the simulation results. The verification is done by calculating the percentage error between the theoretical values and the simulation values. In the project, it is calculated that the average percentage error between theoretical values and simulation values is 15.15 % which is beyond the acceptable range of percentage error. However, with each set of data, it is shown that in Table 5, there is a consistency in the percentage error.

Resistance and the inductance in the coil is the main factor that deviates the accuracy of the simulation results and theoretical results by 15.15 %. In a rectangular shape coil, each four edges of the coil consists of bended wire where the inductance of the wire increases and leads to lower current induced.
Table 5. Percentage error between the analytical and simulation analysis.

<table>
<thead>
<tr>
<th>Turns</th>
<th>Analytical Current Output (A)</th>
<th>Simulation Current Output (A)</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.065</td>
<td>0.055</td>
<td>15.72</td>
</tr>
<tr>
<td>200</td>
<td>0.131</td>
<td>0.110</td>
<td>15.72</td>
</tr>
<tr>
<td>300</td>
<td>0.196</td>
<td>0.170</td>
<td>13.16</td>
</tr>
<tr>
<td>400</td>
<td>0.261</td>
<td>0.220</td>
<td>15.72</td>
</tr>
<tr>
<td>500</td>
<td>0.326</td>
<td>0.277</td>
<td>15.10</td>
</tr>
<tr>
<td>600</td>
<td>0.392</td>
<td>0.332</td>
<td>15.20</td>
</tr>
<tr>
<td>700</td>
<td>0.457</td>
<td>0.387</td>
<td>15.28</td>
</tr>
<tr>
<td>800</td>
<td>0.522</td>
<td>0.443</td>
<td>15.14</td>
</tr>
<tr>
<td>900</td>
<td>0.587</td>
<td>0.498</td>
<td>15.20</td>
</tr>
<tr>
<td>1000</td>
<td>0.653</td>
<td>0.553</td>
<td>15.26</td>
</tr>
</tbody>
</table>

3.1.2 Verification Method 2

Another method of verifying the simulation results is by comparing the improvement of performance of each turns in analytical and simulation as shown in Table 6. It is observed from Fig. 5, that both analytical and simulation results show the same improvement pattern with each other. Therefore, it can be concluded that the simulation results are correct.

Table 6. Improvement in performance ratio for analytical and simulation analysis for each number of turns.

<table>
<thead>
<tr>
<th>Number of turns</th>
<th>Analytical Current Output (mA)</th>
<th>Improvement Ratio</th>
<th>Simulation Current Output (mA)</th>
<th>Improvement Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.086</td>
<td>0</td>
<td>0.055</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>0.173</td>
<td>1.000</td>
<td>0.110</td>
<td>1.000</td>
</tr>
<tr>
<td>300</td>
<td>0.259</td>
<td>0.500</td>
<td>0.170</td>
<td>0.545</td>
</tr>
<tr>
<td>400</td>
<td>0.346</td>
<td>0.333</td>
<td>0.220</td>
<td>0.294</td>
</tr>
<tr>
<td>500</td>
<td>0.432</td>
<td>0.250</td>
<td>0.277</td>
<td>0.259</td>
</tr>
<tr>
<td>600</td>
<td>0.519</td>
<td>0.200</td>
<td>0.332</td>
<td>0.198</td>
</tr>
<tr>
<td>700</td>
<td>0.605</td>
<td>0.167</td>
<td>0.387</td>
<td>0.165</td>
</tr>
<tr>
<td>800</td>
<td>0.691</td>
<td>0.143</td>
<td>0.443</td>
<td>0.144</td>
</tr>
<tr>
<td>900</td>
<td>0.778</td>
<td>0.125</td>
<td>0.498</td>
<td>0.124</td>
</tr>
<tr>
<td>1000</td>
<td>0.864</td>
<td>0.111</td>
<td>0.553</td>
<td>0.110</td>
</tr>
</tbody>
</table>
3.2 Number of turns

To calculate the induced current of the coil, the mathematical equation is given as shown in Eq (1) [8]. According to the Eq (1), number of turn of the coil affects the induced current output during the electromagnetic induction.

\[ I = \frac{nBLv}{R} \]  \hspace{1cm} (1)

Where \( I \) is the induced current, \( B \) is the magnetic field strength, \( n \) is the number of turns, \( L \) is the coil effective length, \( v \) is the velocity of which the magnetic field is moving and \( R \) is the total resistance of the circuit. Analytical analysis and numerical analysis are done to observe the effects of number of turns of coil towards the current induced by electromagnetic induction. The simulation current outputs shown in the Table 7 are the maximum current output during 0.5 s. Current outputs are taken at 0.5 s of the transient simulation because it is the change in magnetic field is the greatest at 0.5 s.

From Figure 6, it is understood that the relationship between the numbers of turn of the coil is directly proportional to the induced current output of the coil. The greater the number of turns, the higher the induced current output. However, the simulation analysis shows that as the number of turn increases, the simulation results are getting further away from the analytical results. The deviation of simulation results from the analytical results means that the efficiency of the coil decreases when the number of turns increases. The reduction in efficiency of the coil is caused by the increased of the resistance due to the increased in coil length when number of coil turns increased [9]. From the simulation analysis results, it is concluded that increasing the number of coil turns is not the best method to increase the induced current output of the coil.
coil. Hence, better methods are needed to be considered to optimize the induced current output of the electromagnetic induction energy harvesting device.

Table 7. Simulation and analytical current outputs according to number of turns.

<table>
<thead>
<tr>
<th>Number of turns</th>
<th>Simulation Current Output (mA)</th>
<th>Analytical Current Output (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.055</td>
<td>0.0864</td>
</tr>
<tr>
<td>200</td>
<td>0.110</td>
<td>0.1728</td>
</tr>
<tr>
<td>300</td>
<td>0.170</td>
<td>0.2593</td>
</tr>
<tr>
<td>400</td>
<td>0.220</td>
<td>0.3457</td>
</tr>
<tr>
<td>500</td>
<td>0.277</td>
<td>0.4321</td>
</tr>
<tr>
<td>600</td>
<td>0.332</td>
<td>0.5185</td>
</tr>
<tr>
<td>700</td>
<td>0.387</td>
<td>0.6049</td>
</tr>
<tr>
<td>800</td>
<td>0.443</td>
<td>0.6913</td>
</tr>
<tr>
<td>900</td>
<td>0.498</td>
<td>0.7778</td>
</tr>
<tr>
<td>1000</td>
<td>0.553</td>
<td>0.8642</td>
</tr>
</tbody>
</table>

Figure 6. Relationship between the number of turns of the coil and the current output of the coil for simulation and analytical analysis.

3.3 Coil Effective Length

One of the few main factors that affects the outcome of the current output of the coil is the coil effective length. According to Eq (1), coil effective length is the coil length that is causing the change in magnetic flux which is also perpendicular to the direction of the magnetic field and the velocity [8]. The relationship of the coil length and the induced current is directly proportional in the equation 1. Thus, simulation analysis are done to understand the effects of coil effective length to optimize the energy harvesting device to provide highest possible power output.
In the simulation analysis, coil length is increased each time by 10% from the original length to observe the change in induced current output. Table 8 shows the percentage of improvement of the current output from the previous result with 10% of increment from the original length.

Table 8. Current output and percentage of improvement based non increment of coil effective length.

<table>
<thead>
<tr>
<th>Percentage (%)</th>
<th>Coil Effective Length (mm)</th>
<th>Current Output (mA)</th>
<th>Percentage of Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>0.553</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>0.594</td>
<td>7.41</td>
</tr>
<tr>
<td>20</td>
<td>12</td>
<td>0.618</td>
<td>4.04</td>
</tr>
<tr>
<td>30</td>
<td>13</td>
<td>0.636</td>
<td>2.91</td>
</tr>
<tr>
<td>40</td>
<td>14</td>
<td>0.642</td>
<td>0.94</td>
</tr>
<tr>
<td>50</td>
<td>15</td>
<td>0.646</td>
<td>0.62</td>
</tr>
<tr>
<td>60</td>
<td>16</td>
<td>0.648</td>
<td>0.31</td>
</tr>
<tr>
<td>70</td>
<td>17</td>
<td>0.649</td>
<td>0.15</td>
</tr>
<tr>
<td>80</td>
<td>18</td>
<td>0.649</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 7. Increment in percentage of coil effective length against current output.
Fig. 7 shows that the induced current output increases as the coil effective length increases, however, it is observed from Fig. 8 that with each increment of coil effective length, the percentage of improvement of the current output decreases and eventually became zero. This means that further increasing the coil effective length beyond 18 mm for this design will not increase the current output. Apart from that, referring from Fig. 8, the highest improvement of the current output is at 10% of increment of coil length which is 11 mm coil effective length.

In the design, every time the coil effective length is increased, the total volume of the design will also increase which will eventually occupy more space. When more space is occupied, it is harder to install the energy harvesting devices in a small space. Therefore, it is essential to balance between the demand of the current output and the space given. Coil effective length with highest percentage of increment in performance will be chosen to be the design of the project. Hence, coil effective length of 11 mm is chosen to be the coil effective length of the design for the project.

3.4 Thickness of Steel Holder

Apart from the number of turns and coil effective length that affects the final current output of the electromagnetic induction energy harvesting device, the thickness of the steel magnet holder also plays an important role in maximizing the current output. Magnet holder acts as a bridge for the magnetic flux to be guided back to the magnet to minimize the flux leakage [10]. When there is less flux leakage, there will be more magnetic flux linkage between the magnets [5]. Hence, enhanced the magnetic field strength of the system which generates more induced current in the coil. The wider the magnet holder is, the more induced current output there is, however as observed from Fig. 9, there is a turning point where the induced current output starts to decrease with expanding steel holder thickness. As shown in Table 9, the current output increases from 0.540 mA to 0.553 mA from 0.5 mm to 2 mm but decreases to 0.550 mA when the thickness is 3 mm. The induced current decreases as it reaches 3 mm because of the decrease in magnetic flux density. When the thickness of the steel holder increases, so does the volume. Therefore, the magnetic flux is spread further away from each other which resulting in the drop in magnetic flux density.
Table 9. Induced current output of the coil based on different thickness of magnet holder.

<table>
<thead>
<tr>
<th>Thickness of the Steel Holder (mm)</th>
<th>Current Output (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.540</td>
</tr>
<tr>
<td>1</td>
<td>0.550</td>
</tr>
<tr>
<td>2</td>
<td>0.553</td>
</tr>
<tr>
<td>3</td>
<td>0.550</td>
</tr>
</tbody>
</table>

Figure 9. Relationship between the thickness of the Steel Holder (mm) and the Current Output (mA).

From Fig. 9, it is concluded that steel holder with thickness 2 mm will be used for the design of this project as it maximizes the induced current output of the device.

3.5 Different shape of coil

In this research project, the main purpose is to identify the effects of coil geometry towards the electromagnetic induction on energy harvesting applications. Hence, it is crucial to understand how the shape of the coil affects the induced current output of the energy harvesting device. Therefore, the project has conducted simulations on different shape of coil on the same simulation design setup. Three different shapes of coil are studied which are circular, polygon and rectangular shaped coil. All the results are tabulated in Table 10. Referring to the graph shown in Fig. 10, rectangular coil has the highest induced current output from 0.4s to 0.7s followed by polygon coil and lastly circular coil. Rectangular coil has the highest induced current output than the other 2 designs because it has the most coil effective length than the rest.
Table 10. Current output of different shaped coil with time interval of 0.1 second.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Rectangular Coil Current Output (mA)</th>
<th>Circular Coil Current Output (mA)</th>
<th>Polygon Coil Current Output (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.024</td>
<td>0.118</td>
<td>0.071</td>
</tr>
<tr>
<td>0.2</td>
<td>0.114</td>
<td>0.179</td>
<td>0.176</td>
</tr>
<tr>
<td>0.3</td>
<td>0.248</td>
<td>0.224</td>
<td>0.271</td>
</tr>
<tr>
<td>0.4</td>
<td>0.424</td>
<td>0.249</td>
<td>0.330</td>
</tr>
<tr>
<td>0.5</td>
<td>0.553</td>
<td>0.257</td>
<td>0.358</td>
</tr>
<tr>
<td>0.6</td>
<td>0.553</td>
<td>0.256</td>
<td>0.359</td>
</tr>
<tr>
<td>0.7</td>
<td>0.424</td>
<td>0.248</td>
<td>0.329</td>
</tr>
<tr>
<td>0.8</td>
<td>0.250</td>
<td>0.224</td>
<td>0.270</td>
</tr>
<tr>
<td>0.9</td>
<td>0.114</td>
<td>0.180</td>
<td>0.177</td>
</tr>
<tr>
<td>1</td>
<td>0.025</td>
<td>0.118</td>
<td>0.072</td>
</tr>
</tbody>
</table>

Figure 10. Current output of different coil shape against time.

4. Conclusion

In conclusion, the research project shows clear and understandable effects of different parameter on the coil geometry towards the electromagnetic induction on energy harvesting applications. In the research, analytical analysis is conducted to verify the results of simulation analysis where error of percentage of each set of data is calculated and improvement of performance of both analytical and simulation are calculated to verify the results of the simulation. The error of percentage between the analytical and simulation is calculated to be 15.15% which is acceptable despite the fact
that the analytical analysis ignore other factors such as inductance of the wire and flux leakage. In general, the simulation results are considered accurate and consistent compared to the analytical analysis. In the research, parameters such as number of turns of the coil, coil effective length and coil shape are studied and simulation analysis are conducted to decide the best design for the electromagnetic induction energy harvesting device. For the number of turns, the relationship between the number of turns of the coil and the induced current output is directly proportional but efficiency of the coil decreases when the number of coil turns increase. As for the coil effective length, the 11 mm coil effective length is chosen to be the best length for the coil as it has the highest increase in performance. Then, rectangular shaped coil is concluded to be the best coil shape compared to circular and polygon shaped coils producing the highest current 0.553 mA at 0.5s with 1000 number of coil turns.
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Abstract
In the development of mitigating climate change and global warming, next generation refrigerants have been developed and are expected to replace the current standard refrigerants used in air-conditioning systems. R32 is introduced as one of the new class of zero Ozone Depletion Potential (ODP) and low Global Warming Potential (GWP) refrigerants. It has demonstrated significant performance improvements and environmental benefits in both industrialised and developing countries. In spite of its benefits, R32 refrigerant has been classified as a mildly flammable refrigerant. DAIKIN is keen to study on the flammability of R32 refrigerant and compressor oil mixture when it is leaked through an orifice. Influence of the mixing factors which are the upstream mass flow rate and mixture volume fraction on the downstream leakage velocity are studied. Medium relevance centre sizing meshes are selected based on its grid independency. Upstream mass flow rate exhibited a more significant effect on the average static pressure at the orifice outlet than the mixture’s volume fraction. When the mass flow rate is increased by a quarter, the outlet average pressure is increased by 37%. The pressure shows only a 22% increase when the oil composition of the mixture is increased by a quarter. The volume fraction however has insignificant effect on the average outlet velocity. Critical flammable timeframe for the leaked mixture’s concentration to lie within its flammability limits has also been predicted in the study. Time required for the leaked mixture to be flammable is the shortest when subjected to the highest upstream mass flow rate in the range specified by DAIKIN.

Keywords: R32, Mixing factors, VOF model, Flammability, Standard $k - \varepsilon$

1. Introduction

In response to the environmental concerns, the Montreal Protocol was adopted by countries around the world in 1989 [1] and subsequently the Kyoto Protocol in 1997 [2]. With effect of the protocols, there have been continuous efforts in protecting the
ozone layer and impeding the progression of global warming, these exercise are driven by an ongoing phase-out of chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs) and hydrofluorocarbons (HFCs) based refrigerants which deplete the ozone layer. Both developing and industrialised countries are deploying next generation refrigerants which have zero Ozone Depletion Potential (ODP) and low Global Warming Potential (GWP) than the predeceasing refrigerants [3].

R32 refrigerant, which is essentially Difluoromethane, has zero ODP and lower GWP of 675 compared to the commonly used R410A refrigerant which has a GWP of 2088 [4]. A reduction of 46,000 tons of carbon dioxide released per year is claimed by DAIKIN in the Japanese market which uses R32 instead of R410A refrigerant [3]. Panda et al. [5] reported that R32 refrigerant exhibits the best cooling and heating season performance improvement of 4% and 5% respectively when compared to R410A to be used as substitution for R22 refrigerant which is HCFC based. R32 is particularly suitable for applications that have used R410A or R22 refrigerants, primarily in split-air domestic air conditioning systems [4]. Furthermore, R32 refrigerants is readily available as it is a blend component of the R410A refrigerant.

As R32 refrigerant is gaining momentum, it is also important to evaluate the safety of R32 in terms of ignition potential as the safety risk might outweigh its potential environmental and performance benefits. Refrigerants are used in air conditioning systems which are in proximity to humans. A ruptured line or leaked refrigerant could create a local flammable concentration which will be combusted when it comes into contact with an ignition source [6]. Furthermore, flammability of R32 refrigerant is classified under the mildly flammable A2L class by American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) [7].

In conjunction with DAIKIN Malaysia’s effort in studying the safety and ignition hazard of R32 refrigerants, an industrial-linked research has been established. The research centers on the possible hazards during the manufacturing stage of the refrigerants and air-conditioning systems. The pipes within an air-conditioner units must be sealed after injection of refrigerant by means of crimping which would induce a large amount of heat on the pressurised refrigerant inside the pipe network. More significantly, end parts of the pipe could also be sealed with weldments. Heat flux from welding introduces extreme temperatures by means of heat transfer into the refrigerant system [8].

At the instance when refrigerant leaked from the system comes into contact with an ignition source such as the open flame of welding gun, combustion might occur. An ignition source, fuel and oxidizer are essential elements for combustion [9]. With open flame in place as ignition source, leaked refrigerant as fuel and oxygen in the air as oxidizer, there is a risk of combustion occurrence. However, the Air-Conditioning and Refrigeration Equipment Manufacturers Association of Australia (AREMA) further constitutes that the concentration of the combustible R32 refrigerant-oil mixture must lie between the mixture’s Lower Flammability Limit (LFL) and Upper Flammability Limit (UFL) [10] for the leaked mixture to be ignited. Therefore, the research focuses on determining the time required for the mixture’s concentration to be flammable when subjected to different mixing factors by varying upstream mass flow rates and refrigerant-oil volume fractions. Period of time required for the downstream leaked mixture’s concentration to lie within its flammability limits is identified as critical
flammable timeframe. Research outcome will contribute in DAIKIN’s risk analysis on the ignition hazard of R32 refrigerant, where the critical flammable timeframe for the leaked mixture concentrations to lie within the respective flammability limits can be predicted.

2. Methodology

Theoretical analysis is implemented to obtain the density, LFL and UFL of the mixture. Subsequently, numerical analysis of R32 refrigerant-compressor oil mixture leakage through an orifice of a pipe into a 0.3 m³ cubic far field space is performed in ANSYS Fluent v15.0 solver. Physical dimensions such as pipe length, diameter, orifice size and cubic space are specified by DAIKIN. Critical flammable timeframe for the mixture to be within its LFL and UFL when it is leaked into the far field space can be predicted; in which the orifice outlet velocity and mass flow rate are to be obtained first from the numerical model results.

2.1 Theoretical Analysis

2.1.1 Properties of R32 Refrigerant and PVE Compressor Oil

Density and flammability limits (in volume % in air) of gaseous R32 refrigerant is taken from a technical information published by the AREMA [10]. The compressor oil used for R32 refrigerant is a non-hydrolytic lubricant generally known as polyvinylther (PVE) which is miscible with HFC refrigerants. Essentially, its chemical compound is vinyl acetate. Idemitsu Kosan Co. Ltd. developed a series of PVE oil and DAIKIN uses the Daphne Hermetic Oil FV50S which is a new development by Idemitsu with inclusion of anti-abrasion and antioxidants additives. Honeywell GasBook [11] is referred to obtain the density and flammability limits of the oil.

Table 1. Density and flammability limits of R32 refrigerant and PVE oil.

<table>
<thead>
<tr>
<th>Properties</th>
<th>R32 refrigerant</th>
<th>PVE oil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m³)</td>
<td>1100</td>
<td>926</td>
</tr>
<tr>
<td>Lower Flammability Limit (volume % in air)</td>
<td>13.3</td>
<td>2.6</td>
</tr>
<tr>
<td>Upper Flammability Limit (volume % in air)</td>
<td>29.3</td>
<td>13.4</td>
</tr>
</tbody>
</table>

2.1.2 Properties of R32 Refrigerant - PVE Compressor Oil Mixture

Equation (1) is used to determine the density of the two-phase R32 refrigerant and PVE oil mixture.

\[
\rho_{\text{mixture}} = \frac{1}{\frac{x_{\text{R32}}}{\rho_{\text{R32}}} + \frac{x_{\text{oil}}}{\rho_{\text{oil}}}}
\]

(1)

where \( x \) represents the volume fraction of the refrigerant and oil, \( \rho \) represents the density of the components.
The mixture’s flammability limits are computed from the Le Chatelier’s equations [12] in equation (2) and (3).

\[ LFL_{\text{mixture}} = \frac{1}{\sum_{i=1}^{n} x_i LFL_i} \]  

\[ UFL_{\text{mixture}} = \frac{1}{\sum_{i=1}^{n} x_i UFL_i} \]  

where \( LFL_i \) & \( UFL_i \) are the lower and upper flammability limits for component \( i \) in air, \( n \) is the number of combustible species.

DAIKIN has fixed the volume fractions to be 95% R32/5% oil (mixture of 95 R32 refrigerant with 5% of PVE oil), 96% R32/4% oil and 97% R32/3% oil. The density and flammability limits of the mixture vary based on different refrigerant-oil volume fractions.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Mixture Volume Fractions (% R32/% oil)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>95/5</td>
</tr>
<tr>
<td>Density (kg/m³)</td>
<td>1089.76</td>
</tr>
<tr>
<td>LFL (volume % in air)</td>
<td>11.03</td>
</tr>
<tr>
<td>UFL (volume % in air)</td>
<td>27.66</td>
</tr>
</tbody>
</table>

2.2 Governing Equations of Numerical Model and Turbulence Model

The flow of R32 refrigerant and PVE oil mixture in the pipe is treated as a homogeneous two-phase flow by assuming a steady state flow. Furthermore, the two-phase flow model is also based on the following idealisations:

- Local thermodynamic equilibrium is achieved between the two phases
- Pressure is uniform across any plane normal to the flow direction
- Sum of areas occupied by the two phases in any plane normal to flow direction is equal to the pipe cross section area

Hence, the flow is modelled as a multiphase flow with the Euler-Euler approach where the Volume of Fluid (VOF) model is used. The two phases share the same set of conservation equations in VOF model [13]. These governing equations for each of the phase are as follow shown in equation (4) and (5).

Conservation of Mass:

\[ \frac{\partial}{\partial t} (\rho) + \nabla \cdot (\rho U) = \sum_{n} S_n \]  

where \( S_n \) represents the volumetric sources of \( n \) phases, \( U \) represents fluid velocity.

Conservation of Momentum:
\[
\frac{\partial}{\partial t}(\rho U) + \nabla.(\rho U \cdot U) = -\nabla.\pi + \rho g + F \tag{5}
\]

where \(\nabla.\pi\) represents the molecular contributions (pressure and viscous force), \(F\) represents external force.

Furthermore, turbulent flow of the mixture is simulated using the standard \(k-\epsilon\) turbulence model. Standard \(k-\epsilon\) models are widely used due to its simplicity, stability and excellent performance in industrial related flows [14]. Shah et al. [15] and Liang [16] employed this turbulence model for numerical analysis on flow through an orifice and numerical simulation of turbulent flows though structures respectively. The standard \(k-\epsilon\) model has same conservation equations with VOF models. However, it has two extra governing equations which simplified the transport equations of turbulent kinetic energy, \(k\) in equation (6) and turbulent kinetic energy dissipation rate, \(\epsilon\) in equation (7).

\[
\frac{\partial}{\partial t}(\rho k) + \nabla.(\rho k U) = \nabla.(\frac{\mu_t}{\sigma_k} \nabla k) + 2\mu_t S_{ij}S_{ij} - \rho \epsilon \tag{6}
\]

\[
\frac{\partial}{\partial t}(\rho \epsilon) + \nabla.(\rho \epsilon U) = \nabla.\left(\frac{\mu_t}{\sigma_\epsilon} \nabla \epsilon\right) + C_{1\epsilon} \frac{\epsilon}{k} 2\mu_t S_{ij}S_{ij} - C_{2\epsilon} \rho \frac{\epsilon^2}{k} \tag{7}
\]

where \(S_{ij}\) is the rate of deformation and adjustable constants from data fitting in which \(\sigma_k = 1.00, \sigma_\epsilon = 1.30, C_{1\epsilon} = 1.44, C_{2\epsilon} = 1.92\).

These governing equations are solved with default under-relaxation factors of pressure = 0.3, momentum = 0.7, turbulent kinetic energy = 0.8, turbulent kinetic energy dissipation rate = 0.8.

2.3 Meshing

Inlet (as shown as A) and outlet (as shown as B) surfaces selection is shown in the pipe geometry in Fig. 1. As per required by industrial partner, the length of the pipe is fixed to be 50 mm with an outer diameter of 6.35 mm. The orifice will be a 2 mm diameter surface downstream. Meshing at the near wall region and at the orifice in shown in Fig. 2.
A grid independence study was implemented (upstream mass flow rate of 200 g/min and 95% R32/5% oil) to determine the element size which is sufficiently fine where the solution changes by insignificant margin or does not change by further refinement of mesh. Mesh refinement were done by implementing different relevance centre sizing. From the study, it depicts that the finer the relevance centre, the larger the number of elements generated.

Table 3. Statistics of meshing with different relevance centre sizing

<table>
<thead>
<tr>
<th>Properties</th>
<th>Relevance Centre Sizing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fine</td>
</tr>
<tr>
<td>Number of Elements</td>
<td>168695</td>
</tr>
<tr>
<td>Maximum Skewness</td>
<td>0.746</td>
</tr>
<tr>
<td>Minimum Orthogonal Quality</td>
<td>0.647</td>
</tr>
</tbody>
</table>

Average axial velocity and average static pressure for different relevance centre sizing are given in Fig. 3. There are no appreciable differences found in the velocity and pressure profiles for fine and medium meshes. However, there are significant margins of error between coarse and fine meshes. For fine mesh, hexahedral meshes have been used in all the simulations. It is ensured that at least one grid must be in the viscous sublayer ($y^+<5$) and other nodes in the turbulent and buffer zones [15].
2.4 Boundary Conditions

The inlet of the flow is set as a velocity inlet. Although upstream mass flow rates are specified by DAIKIN, the inlet cannot be set as mass-flow inlet because VOF model requires the input of mass flow rates of each individual phase [17] which are not known. Hence, inlet velocity of the mixture is computed from the given mass flow rates. R32 refrigerant and PVE oil are set as primary and secondary phase of the flow respectively. The orifice is set as a far-field outlet because the leakage of the mixture will be dispersed into the atmosphere which have trivial pressurisation effect on the leakage. Hence, pressure-far-field is selected to mimic this scenario.

DAIKIN has specified upstream mass flow rates within the range of 50–200 g/min. Therefore, the inlet velocity of the simulations are computed from 50, 100, 150 and 200 g/min upstream mass flow rates. For each mass flow rate, the volume fraction of refrigerant/oil are varied: 95% R32/5% oil, 96% R32/4% oil and 97% R32/3% oil. No-slip condition for the boundary layers is imposed over walls [18]. Turbulent intensity is fixed at 5% for both inlet and orifice outlet. SIMPLE pressure-velocity coupling scheme is used as its improves the rate of solution convergence [19]. FLUENT solver stopped once the convergence criterion of 1E-6 is achieved.
3. Results & Discussion

Average pressure profiles subjected to different upstream mass flow rates are depicted in Fig. 4. As the mass flow rate is increased by a margin of 50 g/min, the average pressure at the orifice outlet increases accordingly. Numerical simulations are also performed with different refrigerant-oil volume fractions. An increasing amount of oil composition in the mixture also increases the average pressure proportionally. Since PVE oil is the secondary liquid phase of higher density and molecular weight than the vapour R32 refrigerant, therefore an increment of PVE oil presence in the mixture will result in larger pressure along the flow and at the orifice. For instance, in Fig. 4, when the mass flow rate of 95% R32 and 5% oil mixture is increased 25% from its previous value to 100 g/min, the average pressure at outlet increased by approximately 37%. On the other hand, as the oil composition of 100 g/min flow is increased from 4% to 5% (25% increment from previous value), it produced only an increment of about 22% in the average pressure. Hence, the effect on downstream pressure by increasing the upstream mass flow rate of mixture flowing into the pipe is more dominant than increasing the oil composition in the mixture.

![Graph of outlet average pressure against upstream mass flow rate](image)

In addition to that, the effect of upstream mass flow rate on downstream flow property is further displayed evidently in Fig. 5. The average velocity at the orifice outlet is directly proportional to the mass flow rate. However, increment in oil composition shown insignificant effect on the downstream velocity as the lines of different refrigerant/oil mixture are stacked on top of one another in Figure 4-2 indicating trivial differences. This is because for the given range of mass flow rate between 50 – 200 g/min, the inlet velocity is low. For instance, at 200 g/min, the inlet velocity of the mixture is computed to be only 0.097 m/s. Since the molecular weight and molecular structure of PVE oil is larger than R32 refrigerant, therefore by increasing the volume percentage of PVE oil should cause the mass of the flow to be heavier and hence resulting in a drop in velocity. However, the flow velocity of mixture with 3%, 4% and 5% PVE oil is similar at the orifice outlet. This is due to the lubricating nature of PVE oil itself. Slowdown effect cause by its weight is at the same time compensated by its lubricating effect. Hence, when modifying the oil composition from 3-5%, the flow of mixture is reduced by the increase in weight but the additional PVE
oil also provides more lubrication for the flow in which it regains some of its velocity lost.

Subsequently, mass flow rates at the orifice outlet is obtained from the average velocities at the orifice based on the mass flow rate equation. Surface plot in Fig. 6 exhibits the influence of upstream mass flow rates and mixture volume fractions on the mass flow rate at the orifice. From the outcome obtained, there are only twelve data points. In order to generate the surface plot, MATLAB is utilised to interpolate the data between the available data points. A mesh grid is then generated. The distinct blue dots on the surface plot are the available data points. As shown by the gradient of the surface, the mass flow rate at the orifice is influenced by the upstream mass flow rate. Since the flow only has an inlet and an outlet, the increment of upstream mass flow rates will result in direct increment on the orifice mass flow rate which is located linearly downstream. Conversely, the flat surface of the plot indicates that for a fixed upstream mass flow rate, the effect of increasing oil composition on the orifice mass flow rate is insignificant. Since the effect of oil volume fraction on the outlet velocity is insignificant, therefore it also shows trivial influence on the outlet mass flow rates.
Figure 6. Surface plot of orifice mass flow rate against R32 refrigerant volume percentage and upstream mass flow rate

Mass of mixture combustible percentage in the 0.3 m³ cubic space can be obtained from the product of the flammability limits and the spatial volume. Critical flammable timeframe can then be determined by taking the ratio of combustible mass at the flammability limits to the outlet mass flow rate of leaking mixture into the cubic space.

The critical flammable timeframe of the leaking mixture is predicted in Table 5. Time required for the mixture’s concentration in air to attain its lower and upper flammability limits is only slightly affected (difference in hundred thousandths place) by different R32 refrigerant/PVE oil mixture’s volume fraction. When the upstream mass flow rate is increased, the time required for the mixture percentage in air of the cubic space to be flammable is reduced. In other words, the time taken for combustion to occur from the ignition of the leaked mixture in the downstream space is shorter when the upstream mass flow rate is larger. For instance, the critical flammable timeframe for 200 g/min upstream mass flow rate of 95% R32/5% PVE oil is approximately between 12–30 minutes. That is to say if the leaking of mixture is stopped before the 12th minute or is allowed to leak more than 30 minutes, ideally combustion will not occur. This is because the mixture is too lean to burn in the former case and it is too rich in combustible composition in air in the latter [9].
Table 4. Time required for leaked mixture’s concentration to be within respective flammability limits with different mass flow rate and volume fraction

<table>
<thead>
<tr>
<th>Upstream Mass Flow Rate (g/min)</th>
<th>Volume Fraction (% R32/% oil)</th>
<th>Time required to reach (minute)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LFL</td>
</tr>
<tr>
<td>50</td>
<td>95/5</td>
<td>47.67</td>
</tr>
<tr>
<td></td>
<td>96/4</td>
<td>47.58</td>
</tr>
<tr>
<td></td>
<td>97/3</td>
<td>47.45</td>
</tr>
<tr>
<td>100</td>
<td>95/5</td>
<td>23.92</td>
</tr>
<tr>
<td></td>
<td>96/4</td>
<td>23.86</td>
</tr>
<tr>
<td></td>
<td>97/3</td>
<td>23.77</td>
</tr>
<tr>
<td>150</td>
<td>95/5</td>
<td>15.94</td>
</tr>
<tr>
<td></td>
<td>96/4</td>
<td>15.92</td>
</tr>
<tr>
<td></td>
<td>97/3</td>
<td>15.89</td>
</tr>
<tr>
<td>200</td>
<td>95/5</td>
<td>11.92</td>
</tr>
<tr>
<td></td>
<td>96/4</td>
<td>11.92</td>
</tr>
<tr>
<td></td>
<td>97/3</td>
<td>11.92</td>
</tr>
</tbody>
</table>

4. Conclusion

From the grid independence test, medium relevance centre sizing mesh has exhibits grid independent solution. Hence, the number of elements generated by medium sizing meshes are sufficient for solution convergence. Based on the theoretical analysis and simulations, average velocity and average static pressure at orifice outlet displayed a proportional relationship with the upstream mass flow rates. Effect of R32 refrigerant and PVE oil volume fractions are less significant on the outlet velocities and pressures compared to that of upstream mass flow rate. Time required for the leaking mixture’s concentration to lie within its lower and upper flammability limits have been predicted. Hence, the critical flammable timeframe is identified. Similarly, the effect of upstream mass flow rate is more notable than the mixture volume fractions on the critical flammable timeframe. Based on the range of upstream mass flow rate specified by DAIKIN, the flammability limits are breached earliest by the leaking mixture’s concentration when the upstream mass flow rate is the largest, which is at 200 g/min. Therefore, among the two mixing factors of upstream mass flow rates and refrigerant-oil volume fractions, the former has a more significant influence on the flammability. The research can be carried on further by investigating the propagation of flame when the mixture is ignited in the downstream far-field space. Besides predicting the flammable timeframe of the leaked mixture, the distance of the flame propagation could also serve as an important safety indicator which represents a safe proximity when the mixture is ignited. Low GWP refrigerants is demanded by the current climate and R32 is most likely a suitable candidate. Hence, some flammability constraint of R32 refrigerant has begun to be accepted by countries with supporting researches from the industry and academics on the safety and hazards of R32 refrigerant.
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Abstract

The objective of this project is to develop a non-contact vibration sensor to detect mechanical vibration of rotating machine. Many studies have proven that machine vibration analysis is an effective tool to detect machine health conditions for prognosis and predictive maintenance. Vibration analysis using contact type vibration sensors are used to maximize machine running time, improve machine reliability and safety. However, contact type sensors are not suitable in some applications such as on rotating machines or high electromagnetic wave environment. Therefore, this study is conducted to develop a non-contact vibration sensor to perform vibration analysis on electrical rotating machines like generators and motors. This study focuses on utilizing the ultrasonic technology to perform non-contact vibration measurement. The ultrasonic sensor able to detect object movement from a distance away by capturing the time between sending and receiving ultrasonic signals. HC-SR04 ultrasonic displacement sensor with Arduino Uno micro-controller are selected for this purpose. Experiments were conducted to identify the sensitivity, accuracy and limitation of this vibration sensing technique. It was found that the sensor can detect vibration frequency more than 1Hz, with minimum amplitude of 5mm from 3 metre away from the targets. The sensor also found that has optimum detecting range at 320mm with 5% of error percentage.

Keywords: Non-Contact, Vibration Analysis, Vibration Sensor, Ultrasonic Range Sensor
1 Introduction

Vibration is a physics phenomenon which object oscillates or reciprocates from equilibrium position. Vibration is quantified in term of frequency (Hertz/Cycle per second). Human can sense the object is vibrating by physical contact or observe the object back-and-forth movement. Sometimes vibration creates sounds that human can hear. However, in this project will be focus on the vibration creates by machine.

Machine vibration is the reciprocating movement of machines or machine components, especially machines that contain rotating element, it vibrates while operating. Most of the times machine vibration is unintended and undesirable as it causes mechanical loss and leads to damage the machine parts and components. Nevertheless, the vibration pattern of machines can be used for condition monitoring. (Naik et al. n.d.) Constant monitoring and analyzing machine vibration can predict the machine health conditions and mitigate potential irreversible breakdowns or failures. (Center n.d.) In addition, this machine health monitoring and fault diagnosis become more and more important especially in heavy industries. The rapid development of science and technology increase the large scale machine with higher operating speed and complicated structure design results in higher probability of various failure in practice. Such mechanical failures happen in heavy industries not just will cause enormous economic loss, but also will cause the loss of many people’s lives. (Zhang 2013) Therefore, early fault diagnosis is important to ensure machine is reliable and safe to operate.

![Accelerometers on a Gear Box](image)

Figure 1. Accelerometer on a gear box (Center n.d.)

As mentioned, vibration analysis can detect these machinery problems and take an early machinery repairs to increase the lifespan of the machines, reduce machine down time and lead to higher machine reliability. In general industrial practice, accelerometer is the most common vibration sensing device to measure mechanical vibration and conduct vibration analysis. It is because the accelerometers can sense wide range of frequency, has high sensitivity and accuracy. However, the accelerometers have to make physical contact, usually mounted on the machine to retrieve vibration reading. The application of the accelerometer is shown in figure 1. In some cases, such as machines that contains high speed rotating element are very
challenging for an accelerometer to measure vibrations. Therefore, a non-contact vibration sensor is required to solve this problem.

In this project, an ultrasonic sensor is introduced to overcome current vibration sensing limitation. As mentioned above, ultrasonic is a sound waves that have frequency above the limits of human hearing, in excess of 20,000 cycle per second (hertz). The ultrasonic sensor can transmit and receive ultrasound waves, has a working principle similar to ultrasonic transducers such as radar and sonar systems. It generates a high-frequency sound waves out and waiting for the echo reflects, measuring the time taken between sending signal and receiving the echo to determine the distance to an object.

![Ultrasonic Distance Sensor](image)

Figure 2. Ultrasonic Distance Sensor HC-SR04

The ultrasonic distance sensor (HC-SR04) is chosen for this project. It is one of the common ultrasonic range sensor available and compatible with Arduino microprocessor. It has the detection range up to 3000mm, 20Hz reading rate, 42 kHz frequency and resolution up to 3mm. This study will be focus on how to utilize the inexpensive ultrasonic range sensing technology to measure mechanical vibration and conduct vibration analysis. Besides, a test rig that able to vibrate at different frequency and amplitude will be set up to find out the sensitivity, accuracy and limitation of ultrasonic range sensor for vibration measurement on rotating machines. This ultrasonic vibration sensor will be tested on real life applications such as lathing machines or other rotating elements and compare to the existing conventional vibration sensors.

2 Research Methodology

2.1 Device and Setup

Ultrasonic Distance Sensor

Ultrasonic range sensor HC-SR04 was selected for this project. This ultrasonic range sensor HC-SR04 has a resolution up to 3mm, frequency up to 42 kHz and reading rate of 20Hz and range up to 4m.
The ultrasonic distance sensor HC-SR04 are worked with Arduino microprocessor to conduct this study. Arduino is one of the most common microcontroller board which enable users to control electric components such as LED’s, servo and sensors. It is simple to learn, programme and able to run many applications. Arduino microprocessor is connected to a computer through a USB cable. Arduino software is required to install in computer. Arduino microprocessor reads the programming code from computer and received the distance reading from ultrasonic sensor and send back the reading to computer. The ultrasonic sensor is shown on figure 3 and specification is stated in table 1.

![Figure 3. Ultrasonic Sensor Setup](image)

The HC-SR04 ultrasonic distance sensor is initially built for detecting range by calculating the time interval between transmit signals and receiving echo. Since the ultrasonic distance sensor has high reading rate and frequency, the ultrasonic technology able to use on detecting mechanical vibration by sensing the position change of object.
Table 1: Specification of ultrasonic range sensor model MB1013

<table>
<thead>
<tr>
<th>Specification</th>
<th>Model HC-SR04</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading Rate</td>
<td>20Hz</td>
</tr>
<tr>
<td>Frequency</td>
<td>42 kHz</td>
</tr>
<tr>
<td>Sensing Range</td>
<td>20mm-4000mm</td>
</tr>
<tr>
<td>Operating Voltage</td>
<td>2.5V-5.5V</td>
</tr>
<tr>
<td>Effectual Angle</td>
<td>&lt;15°</td>
</tr>
<tr>
<td>Pulse Width</td>
<td>10uS</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.3 cm</td>
</tr>
<tr>
<td>Sensor Output</td>
<td>Analog Voltage, RS232, TTL Serial</td>
</tr>
</tbody>
</table>

Besides, a test rig was built to test the ultrasonic sensor. The test rig is a device that able to program and vibrate in different frequency and amplitude. It is consists of a controller, servo motor, processor and black board. The servo is connected to the threaded shaft which enables the black board move back and forth in reciprocating movement. The ultrasonic sensor captured the movement of the black board to find out its limitation, sensitivity and accuracy.

Test Rig

Figure 4. Test Rig
The test rig is a device that used for testing purpose for the ultrasonic sensor. It is consists of a controller, servo motor, processor, and black board. The test rig is programmable to turn the servo motor in different frequency and amplitude, rotating in clockwise and counter-clockwise. The servo is connected to the threaded shaft which enable the black board move back and forth in reciprocating movement. The ultrasonic sensor captured the movement of the black board to find out its limitation, sensitivity and accuracy.

2.2 Calibration and Testing

The ultrasonic vibration sensing device and test rig is setup as figure shown below. The ultrasonic sensor is tested under different frequency and amplitude to determine the specifications, sensitivity, the highest vibration frequency and lowest amplitude that the sensor able to record. The controllable test rig will be used as the target device to generate vibration for the ultrasonic vibration sensing device.

![Experiment Setup](image)

Experiment is conducted on the ultrasonic sensor to determine its capabilities, specifications and limitations. The test rig is placed a certain distance away from the sensor and programmed to vibrate at certain frequency and amplitude. The ultrasonic sensor captured the vibration of the black board and the result is compared to the initial value set in test rig. There are three parameters are tested on the ultrasonic sensor, which are amplitude, frequency and range.
Vibration Amplitude

Experiment is conducted to find out the limitation of the ultrasonic sensor on detecting maximum and minimum amplitude.

Vibration Frequency

Ultrasonic sensor send high frequency sound waves and evaluate the echo once detected an object. Therefore, there are gaps between each sound waves. When the moving object move in higher frequency, the result will be lesser accurate. Thus, experiment is conduction to determine the maximum frequency that the ultrasonic sensor able to capture.

Range/ Distance of Ultrasonic Sensor

As mentioned above, the test rig is set at certain distance away from ultrasonic sensor during experiment. The maximum and minimum detection range of the ultrasonic sensor test are conducted to determine the optimum working range without exceeding certain error percentage.

Accuracy Test

The result obtained from the ultrasonic sensor is compared to the initial value set at test rig. For example, the result of amplitude and frequency collected from sensor is the experimental value. The frequency and the amplitude of the test rig is actual value. The experimental value is compare to the actual value to find out the accuracy. Error percentage calculation is one of the most common and convenient method to determine the accuracy of the ultrasonic sensor.

2.3 Data Collection and Analysis

Ultrasonic sensor is considered as non-contact vibration displacement sensor. The ultrasonic sensor recorded the position of the vibrating device relative to time. Since the ultrasonic sensor send a high frequency reading rate (20Hz), in every seconds the sensor can detect object in 20 different position, thus the vibration pattern of the vibrating target device can be plotted. The result obtained from the ultrasonic sensor would be the distance between the sensor and object over time. Figure 3.8 shown the sample result collected by ultrasonic sensor when the test rig is moving at 30mm/s frequency. Graph is plotted instead of displaying in data for the ease of study and understanding.
Such displacement graph can be interpret as vibration pattern. Using FFT (Fast Fourier Transform) method, the vibration displacement data can be converted into frequency spectrum pattern. Such frequency spectrum is the most common method to perform the vibration analysis.

Spectrum comparison is an effective method to detect the faults happened at the rotating element. (Kjaer n.d.)(Anderson et al. 2001) When the rotating element having faults such as shaft misalign, shaft bend or bearing defects, it will vibrates at different frequency and amplitude. Therefore, a comparison of two frequency spectra (reference spectrum and current spectrum) able to determine the conditions of rotating element. Figure 6 below shown a vibration spectrum comparison between healthy and faulty condition of rotating machines. It is clearly seen that the faulty rotating element shows significantly higher vibration amplitude than healthy condition rotating element.
3 Result and Discussion

3.1 Limitation of Measuring Angle

Based on the experiment conducted, the ultrasonic sensor has an optimum sensing angle at 30 degree (figure 4.1) (CytronMY). The ultrasonic sensor also have reading rate up to 20Hz (20 reading per second).

![Figure 7. HC-SR04 measuring angle in practical test (CytronMY)](image)

3.2 Limitation on Ultrasonic Sensor Range

The minimum detection range of the ultrasonic sensor is 50mm and maximum detection range is 4000mm. However, the accuracy of the sensor decreases if the distance between sensor and target device increases. Experiment is conducted to determine the optimum detection range for the ultrasonic sensor. The test rig is placed 100mm, 300mm, 500mm, 700mm and 900mm distance away from the sensor. The test rig is programmed to vibrate at same frequency and amplitude in this range test. The result from ultrasonic sensor is recorded and compare to the theoretical result which is the initial frequency and amplitude set on test rig. Error percentage is calculated and graph of error percentage versus distance is plotted.

The results is plotted as graph of displacement versus time for the ease of study and comparison. Based on the graph of displacement versus time below, the accuracy of the result showed decreasing significantly. In 700mm and 900mm graphs can see that the result collected by sensor is fluctuating compared to 100mm and 300mm graphs.
Calculation Example

Result of displacement versus time at distance of 300mm is used to demonstrate as calculation example. Test rig is set to vibrate at 10mm/s frequency and 50mm amplitude. In each sin wave cycle, maximum point and minimum point are taken from the graph to calculate the range detected by the sensor. The result is averaged by 5 reading to achieve higher accuracy.

Table 2: Result of displacement versus time at 300mm distance

<table>
<thead>
<tr>
<th>Maximum Point (mm)</th>
<th>Minimum Point (mm)</th>
<th>Range (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>328.70</td>
<td>275.77</td>
<td>52.93</td>
</tr>
<tr>
<td>328.69</td>
<td>278.87</td>
<td>49.82</td>
</tr>
<tr>
<td>328.60</td>
<td>275.77</td>
<td>52.92</td>
</tr>
<tr>
<td>327.60</td>
<td>275.20</td>
<td>52.40</td>
</tr>
<tr>
<td>329.28</td>
<td>275.26</td>
<td>54.05</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>54.42</td>
</tr>
</tbody>
</table>

Error Percentage (%) = \frac{\text{Experimental Value} - \text{Theoretical Value}}{\text{Theoretical Value}} \times 100

= \frac{54.42mm - 50mm}{50mm} \times 100\%
Result

Table 3: Result of error percentage at different range/distance

<table>
<thead>
<tr>
<th>Range</th>
<th>100mm</th>
<th>300mm</th>
<th>500mm</th>
<th>700mm</th>
<th>900mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Percentage</td>
<td>4.2%</td>
<td>4.8%</td>
<td>8.6%</td>
<td>9.1%</td>
<td>11.2%</td>
</tr>
</tbody>
</table>

Graph of error percentage versus distance is plotted using the result in table above. Based on the graph below, it is observed that the error percentage is proportional to the distance. The error is higher as the distance between sensor and target device increases. If the optimum result requires error percentage less than 5 percent, the optimum detection range of the sensor is less than 320mm.

![Graph of Error Percentage (%) vs Distance (mm)](image)

Figure 9. Relationship of error percentage to distance

3.3 Limitation on Vibration Frequency

Limitation of frequency is one of the most important criteria need to be tested on a vibration sensor. In real life applications, the non-contact vibration sensor need to have high frequency enough to detect the precise instantaneous location of the target device that vibrating at high speed to perform the vibration analysis.

In this research project experiment, the test rig is programmed to vibrate at certain frequency and the ultrasonic sensor record the results. The test rig is started at 0.166Hz and gradually increase until achieved its maximum frequency at 1.098Hz.

The results are presented in graph shown in figure to figure. It is observed that the accuracy of result decreases as the frequency of the test rig increases, especially the frequency had increased more than 0.814Hz.
Figure 10. Result of frequency test.
Sample Calculation

Graph of displacement vs time at frequency of 1.66Hz is used to demonstrate as calculation example. The amplitude of vibration is set fixed at 30mm during the whole frequency test. Based on the graph of displacement vs time at frequency of 1.66Hz, 5 points between each cycle was taken and averaged for more precise reading. Since the ultrasonic sensor sends and receives 20 signals per second, therefore, the points recorded have to divide by 20 to obtain the time interval. Using the f=1/T formula, the experimental frequency value is able to calculated.

Result

Table 3. Experimental result of frequency at 0.166Hz

<table>
<thead>
<tr>
<th>Points between each cycle</th>
<th>120</th>
<th>115</th>
<th>127</th>
<th>117</th>
<th>123</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average point per cycle</td>
<td>120.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time Taken (seconds)</td>
<td>6.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (1/T, Hz)</td>
<td>0.167</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
\text{Error Percentage (\%)} = \frac{\text{Experimental Value} - \text{Theoretical Value}}{\text{Theoretical Value}} \times 100
\]

\[
= \frac{0.167 - 0.166}{0.166} \times 100\%
\]

\[
= 0.6\%
\]

Table 5. Error Percentage result under different frequency

<table>
<thead>
<tr>
<th>Average point per cycle</th>
<th>120.4</th>
<th>60.8</th>
<th>41</th>
<th>31.8</th>
<th>26.6</th>
<th>23.6</th>
<th>20.08</th>
<th>18.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Taken (seconds)</td>
<td>6.02</td>
<td>3.04</td>
<td>2.05</td>
<td>1.59</td>
<td>1.33</td>
<td>1.18</td>
<td>1.04</td>
<td>0.91</td>
</tr>
<tr>
<td>Frequency (Hz)</td>
<td>0.167</td>
<td>0.323</td>
<td>0.469</td>
<td>0.606</td>
<td>0.718</td>
<td>0.814</td>
<td>0.913</td>
<td>1.022</td>
</tr>
<tr>
<td>Actual frequency (Hz)</td>
<td>0.166</td>
<td>0.328</td>
<td>0.487</td>
<td>0.628</td>
<td>0.751</td>
<td>0.847</td>
<td>0.961</td>
<td>1.098</td>
</tr>
<tr>
<td>Error Percentage (%)</td>
<td>0.6</td>
<td>1.5</td>
<td>3.84</td>
<td>3.63</td>
<td>4.60</td>
<td>3.30</td>
<td>4.80</td>
<td>7.44</td>
</tr>
</tbody>
</table>

Graph of error percentage versus frequency is plotted using the result in table 4.4. Based on graph in figure 4.16, it is clearly seen that the error percentage is roughly proportional to the frequency of the target device. As the frequency of the test rig increases, the error percentage increases as well, the error percentage increase gradually between 0.167Hz to 0.814Hz. The error percentage increase significantly as the vibration frequency of the test rig increased more than 0.814Hz. The frequency of the target device has to be lower than 0.92Hz in order to achieve error percentage less than 5 percent.
3.4 Limitation on Vibration Amplitude

Amplitude is the change from the equilibrium position to the peak position. It is one of the important measurement on conducting vibration analysis. The defected rotating parts not only will rotates at different frequency but also at different amplitude. It is important to find out the limitation of the ultrasonic sensor on detecting amplitude. The vibration result is better if the sensor able to detect smaller amplitude of vibration, giving a higher precision vibration analysis. In non-contact vibration displacement sensor, the limitation on the amplitude detected is actually depends on the resolution of the sensor. Higher resolution displacement sensor able to detect smaller position vibration, results in higher precision vibration reading. Although the ultrasonic sensor is stated that the theoretical resolution is 3mm, it is important to test it out in experiment to find out the performance in applications.

Experiment is conducted to find out the smallest amplitude that the ultrasonic displacement sensor able to detect. In this experiment, the test rig is placed within the optimum range which is 10-15cm away from the ultrasonic sensor. The frequency of the test rig is set fixed at 0.468 Hz through this whole amplitude test. The test rig is set to vibrate at 20mm amplitude and gradually decreased to 1mm. Total 6 different amplitude reading are taken, 20mm, 15mm, 10mm, 5mm, 3mm and 1mm.

The Figure 4.17 to figure 4.22 below showed the graph of displacement versus time at different amplitude. It is clearly seen that the accuracy of the result started to decrease as the amplitude of the vibration fell below 10mm. The result became vague and blurred as the amplitude dropped lower than 5mm. Displacement graph of 1mm amplitude showed in figure 4.22 is completely distorted and cannot be recognized. Therefore, the actual resolution of the ultrasonic sensor is around 3-5mm.
Figure 12. Result of amplitude test
Sample Calculation

Result of displacement versus time at 20mm of amplitude is used to demonstrate the sample calculation. The result shown in table 4.5 is obtained from the graph in figure 4.17. The maximum point and minimum point of each cycle are taken to calculate each amplitude. 5 amplitude results are taken and averaged to obtain more accuracy result.

Table 6. Result of displacement vs time at 20mm of amplitude

<table>
<thead>
<tr>
<th>Amplitude 20mm</th>
<th>Maximum Point (mm)</th>
<th>Minimum Point (mm)</th>
<th>Peak to Peak (mm)</th>
<th>Amplitude (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>110.70</td>
<td>70.62</td>
<td>40.16</td>
<td>20.08</td>
<td></td>
</tr>
<tr>
<td>113.77</td>
<td>70.10</td>
<td>43.65</td>
<td>21.82</td>
<td></td>
</tr>
<tr>
<td>113.75</td>
<td>71.13</td>
<td>42.20</td>
<td>21.1</td>
<td></td>
</tr>
<tr>
<td>114.26</td>
<td>71.65</td>
<td>42.01</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>112.71</td>
<td>71.13</td>
<td>40.58</td>
<td>20.29</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>20.86</td>
<td></td>
</tr>
</tbody>
</table>

From the table 4.5, the displacement detected by the ultrasonic sensor is 20.86 meanwhile the actual displacement of test rig is 20. Error Percentage have to be calculated to determine the accuracy of the ultrasonic sensor on detecting the amplitude of vibration by using the formula given below. The error percentage of the following data, 20mm, 15mm, 10mm, 5mm and 3mm are calculated and result is tabulated in table 4.6. Graph of error percentage versus amplitude is plotted using the result in table 4.6.

\[
Error \text{ Percentage (\%)} = \frac{Experimental \text{ Value} - Theoretical \text{ Value}}{Theoretical \text{ Value}} \times 100
\]

\[
= \frac{20.86 - 20}{20} \times 100\%
\]

\[
= 4.3\%
\]

Result

Table 7. Result of error percentage versus amplitude

<table>
<thead>
<tr>
<th>Actual Amplitude (mm)</th>
<th>40</th>
<th>30</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude result from experiment (mm)</td>
<td>41.42</td>
<td>32.13</td>
<td>22.83</td>
<td>18.78</td>
<td>14.3</td>
<td>9.6</td>
<td>-</td>
</tr>
<tr>
<td>Error Percentage (%)</td>
<td>4.3</td>
<td>7</td>
<td>14.15</td>
<td>23.7</td>
<td>43</td>
<td>92</td>
<td>-</td>
</tr>
</tbody>
</table>

Based on graph shown in figure 4.24, it is observed that the error percentage is inversely proportional to amplitude. As the amplitude of the vibration decrease, the error percentage increases. To obtain result that error percentage less than 20%, the amplitude of the vibration have to be more than 15mm. The error percentage in this amplitude section is quite high. It is because the resolution of the sensor was not high
enough, at 3mm, thus the vibration reading collected from the sensor fluctuating at 3mm, giving a high percentage error especially at lower amplitude.

![Graph of Error Percentage (%) versus Amplitude (mm)](image)

**Figure 13. Relationship of error percentage to amplitude**

### 4 Conclusion

Ultrasonic technology has been widely used in many fields such as medical, automobiles, and industries process control. In this research project, it is proven that the ultrasonic technology can be used as a new non-contact method to conduct vibration analysis. Ultrasonic sensor uses non-contact method, does not required to mount on the target device, therefore, it does not change the object mass or resonant characteristics while measuring vibration reading on machine. Therefore, the vibration measurement is more accuracy compare to contact method vibration sensors. The main objective of this research project is met by investigating the sensitivity, accuracy and limitation of the ultrasonic sensors. It has the maximum detection frequency of 1Hz, maximum amplitude of 3-5mm, and detection range of 320mm with 5% error percentage.

However, the difference between the ultrasonic sensor and existing conventional vibration sensors are too big. It is non-comparable as the resolution, frequency are far lower than the existing conventional vibration sensors. Those non-contact displacement sensors such as capacitive, eddy-current and laser displacement sensors have maximum frequency response up to 80 kHz, resolution as low at nanometers, able to locate the precise instantaneous location of the target device even vibrates at extremely high speed (Lion Precision, 2013). The resolution of ultrasonic sensor as low as millimeters greatly limits the capabilities on measuring vibration. Study of ultrasonic sensor on vibration analysis can be carried out as future work by replacing a higher resolution and frequency ultrasonic sensor.
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Abstract

A good platform with maximum stability in the middle of air can be achieved by the help of counterweights. The platform will need a system that works with counterweights to react according to external factor and response accurately in order to regain stability. The angular motion of the platform cause by the disturbance torque leads to dynamic imbalance. This paper contain a two axes gimbaled system. To achieve dynamic balance of the platform a gimbal is required. Gimbal isolates both the lifting force and aiming force by experiencing rotation about the bearing axes. This loops are then attached to each other through cross coupling units. Taking into consideration the Newton’s third law of motion when two weights are distanced from each other, dynamic balance can be achieved with gimbal attached at the centre of gravity of the platform. The prototype is then tested by altering the centre of gravity of the platform to achieve dynamic balance. Numerous trials conducted and obtained result are compared to decide on the most preferable location of the centre of gravity and counterweight required to make the platform remain balanced at rest. The mass was placed in three different points and was altered to find its new centre of gravity. The rigid body new centre of gravity was not accessible to be pivoted as there is offset in the z-axis direction. Changing the mass point to two symmetrical location gives a better centre of gravity that fall in the rod without having any offset in z-axis direction.

Keywords: Dynamic balance, Gimbal, Centre of gravity, Stabilization of platform.

1. Introduction

To get a clear and good quality picture the photographer or the stand that holds the camera has to be stable and steady. Standing on ground or placing stand on the ground provides a very good stability for the pictures to be taken. A good platform with maximum stability in the middle of air can be achieved by the help of counterweights. The platform will need a system that works with counterweights to react according to external factor and response accurately in order to regain stability. Under different
circumstances such as vibration will cause the image to be blur. This is caused by the lens experiencing vibration as the shutter opens to snap. There have been few designs that has been with counterweights. Basically all the designs consist of the same components such as gimbal which is attached to handle that will hold the platform. The camera will be mounted on the platform and fixed to the bearings that was attached to the handle. The platform also will have counterweights to keep the platform stable while the handle is free to move with the help of bearing.

The development of Steadicam started in 1973 by Garret Brown when he was first required to shot a scene on running and climbing stairs. So Garret brown was not satisfied with the unnatural shakiness and felt that the shakiness is a real distraction for the viewers. Watching a clip with shakiness for a certain period will actually lead to dizziness. Being able to run and take a shot without the video bouncing was Garret Brown’s aim. The two main problems that was faced during handheld video recording takes place. The first factor is the spatial vibration which is developed through the movement of the cameraman and next is the angular vibration which is the camera’s movement during the shot. Isolating this two factors from each other will be able to take a better video.

![Garret's brown Steadicam](image)

Physics laws was first researched regarding stability and it was narrowed down to few laws that affects stability of an object. Those are mass and inertia. But a heavy object is stable at rest but the problem occurs when it experiences motion. This problem was addressed by manipulating the centre of gravity of the object. To be able to stabilize an object at handheld one must be able to manipulate the centre of gravity of that certain object. The centre of gravity of an object is the point where all the mass are balanced out in all three dimension. Camera’s centre of gravity is hard to be found as camera are not built symmetrical. Garret brown’s idea was to move the centre of gravity of the camera so that the new centre of gravity will provide the opportunity to be manipulated. Taking this manipulation of centre of gravity into consideration a new design was proposed [1].

The design was mainly developed to achieve dynamic stability attaching a gimbal system at the new centre of gravity of the body. This two degree of freedom gimbal prototype is deduced by the basic assumption that rigid body is stagnant which means there is no mass unbalanced. Mass balancing can be done by creating inertia in
a symmetric condition. Two axes gimbal system was designed with 0° elevation or offset on the loops at rest. The rigid body which the mass is assumed to dynamically balance and the centre of gravity of the masses has been altered should remain symmetrical to their axes at rest. In another word the main importance research result will be derived from the consideration that the base platform and the gimbal are in dynamic balance through the cross coupling control system [2]. Therefore, this article is devoted to the presentation of a model of a two axes gimbal system in order to attain a new centre of gravity.

2. Methods and Material

![Methodology phases](image)

Experimentation of the design will be done first to prove the reliability of the concept. The experiment involves a first prototype using PVC’s. This has to be done firstly as fabrication using a prototyping machines is costly so by proving the concept with PVC prototype. In addition this experiment will be involving in achieving a light weight platform

2.1 Design of prototype

The main conundrum that rose while making the prototype was getting a less friction and smooth working system at the gimbal part. The gimbal is the part which decides the efficiency of the system. Taylor’s university engineering laboratory was fairly equipped with reasonable set of wood working tools as provided by the Taylor’s university engineering laboratory. As for fabricating the prototype the material chosen was PVC pipes. A rectangle (T-Shaped) and cylindrical (I-Shaped) mount shaped counter weights was added to the top part of the thread while the other end was attached with mass proportional to the mass of the camera. As for this design the centre of gravity is being altered by adding counter weights at the top. Shifting of weight occurs as the centre of gravity is situated such that the weights exerts more force at the shorter
displacement. This concedes that the further the displacement from the centre of gravity the lesser the force exerted or lesser inertia is produced.

Figure 3. The side view and top view of initial design

Figure 4. The geometrical representation of the platform

The shifting of weight plays an important role as it effects the stability of the system. When the center of gravity is an equal distance between two supports then each support bears equal weight. However, if one support is closer to the centre of gravity then it supports proportionally more weight than the other. Likewise, if the center of gravity is closer to one support than the other then the support closest to the center of gravity bears greater weight in proportion to the ratio of the distances. The counter weights are divide into two parts having equal mass as the camera mount. center of mass” and "center of gravity" are used synonymously in a uniform gravity field to represent the unique point in an object or system which can be used to describe the system’s response to external forces and torques. The concept of the center of mass is that of an average of the masses factored by their distances from a reference point. The calculation was done based on Eq. (1), Eq. (2), Eq. (3) [3],

825
\[
\frac{(m_1 x_1) + (m_2 x_2)}{(m_1 + m_2)} = X
\]  \hspace{1cm} (1)

\[
\frac{(m_2 d)}{(m_1 + m_2)} = X
\]  \hspace{1cm} (2)

\[
\frac{(m_1 x_1) + (m_2 x_2) + (m_3 x_3)}{(m_1 + m_2 + m_3)} = X
\]  \hspace{1cm} (3)

![Figure 5](image-url)

Figure 5. The overshooting of angular displacement as more point masses added

### 2.2 Gimbal

When a rigid body is being lifted it will experience angular motion, in another term it can be called swaying. This swaying occurs because of the lifting force is larger than the aiming force that is applied on the rigid body. This lifting force and aiming force both comes from the operator which in this case is the cameraman. When the camera man applies force to move or lift the camera he loses the aiming force on the camera as for humans are not exactly capable of constantly applying the same amount of force without any support. The longer the duration the more the force differs to move the camera. Thus the solution this problem can be handled by isolating both the lifting and forces. In order to isolate this two forces a gimbal system is required. Gimbal isolates the object from the rotation about the bearing axes. This gimbal is then attached to centre of the gravity of the rigid body and lifted. The rigid body will neglect the lifting force and remain stable without swaying. All the force that the operator applies to lift the rigid body is countered by the bearing by rotating. This gimbal is also works the same way as universal joint which allow movement in all direction. This gimbal system are mostly used for portable photography equipment, varying form singles axes gimbal heads to three axes gimbal heads [4, 5].
3. Fabrication
3.1 Gimbal

To design the gimbal, for the first part started with smallest ring using the 3/4" PVC pipe was heated to 200°C and then using the help of g-clamp the 8mm outer diameter bearing was forced in to be fitted exactly. This enables the rod that pass through the middle of the bearing will be able to rotate 360° without any resistance. This gives some space for the PVC ring to be drilled for pivot points and attached with the middle ring using nut with bolt. All the nut and bolt are kept constant at 4mm to ensure that even weight addition occurs to the design. The inner ring needs two drilled points for pivots to be attached to middle ring. The middle ring using the 1 1/4" PVC pipe needs four drilled point for pivot attachment as two points will be used to attach to the inner ring while the other two is required to be attached with the outer ring. All this points has to be in symmetry to ensure the whole system is in balance. This middle ring is to isolate the external force causing the movement in yaw direction. Nuts serves to lock the rings to one another without interfering the rotation of all the rings.

3.2 Platform

A 500mm threaded rod was mounted through the bearing inside the smallest loop. The nut is locked below and above the bearing to ensure the bearing stays in place without any ascending or descending of height during loading. The threaded rod is perfectly fitted through the bearing and locks the rod in place. Lock nuts hold the
bearing in place on the all thread rod, and can be screwed up or down to tweak the vertical height. Proper mount for the camera was not done as addition of weight were done during the testing. A rectangle and cylindrical mount shaped counter weights was added to the top part of the thread while the other end was attached with mass proportional to the mass of the camera.

4. Testing

![Figure 8. The platform is hanged for angular displacement testing](image)

The data collected this project will be obtained experimentally to verify the functionality and obtaining a new centre of gravity for the prototype design. The prototype was suspended with no external torque or inertia acting on it. In order to obtain the correct ratio for the distance between the centre of gravity to the counter weight and camera mount. This ratio will be altered to prove that the distance between these points are affecting the dynamic balance of the platform. An analog water level was placed on the supporting platform to ensure the system is resting on flat surface and protector was placed to show the deviation of angle that the platform experience as the distance are altered. The testing is repeated with equivalent masses weighing 70g at both end of the rod while the distance from centre of gravity to the counter weight kept at 70mm and 60mm and the distance to the camera mount was 265mm to 180mm.

5.0 Result and Discussion

The outcome of the initial design proves that the system responses considering the distribution of weight and the distance between the individual masses. Cross coupling among two axes was used to react to the gimbals movement at the opposite direction to achieve stability. More specifically, when one loop is slewed the other axis responses by reacting and rotates countering the movement. Once the system comes to stop the distribution of mass will results the product of inertia to zero thus stabilizing the system. The distribution of mass is achieved by adding two weights in the opposite of the mass that causing the inertia resulting to dynamic unbalance. Having the counter weight placed in the opposite end of the thread that the camera was mounted will reduce the product of inertia to zero. But to achieve the dynamic balance the distance between the mass are placed is very crucial. The geometry of the camera and the counter weight also plays a role as each geometry has their own centre of gravity which when all this parts are attached together the overall structure will have its own new centre of gravity.
The counter weight are rested on a rectangular shaped aluminum plate which the centre of gravity was obtained based on Eq. (4) and Eq. (5). The centre of gravity of the rod was obtained using Eq. (6)

\[ X_{\text{COG}} = \frac{B}{2} \]  
\[ Y_{\text{COG}} = \frac{H}{2} + h \]  
\[ I_{\text{COG}} = \frac{1}{4} m (a^2 + b^2) \]

The masses are now acting at three different points but attached to one rigid body. Splitting the mass two points at the counter weight was initially found that will help to reduce the weight used to counter the weight of camera as moment increases with displacement from its pivot point. But dividing the mass causes the centre of gravity of the rigid body to moves drastically from the preferable location. The centre of gravity is expected to fall somewhere in between the connecting rod so that attaching the gimbal would be possible. Splitting the masses causes the dynamic balance to move in both x-axis and z-axis direction. Obtaining the centre of gravity for regular solids through calculation is recommended but for an irregular solids experimental testing is much accurate.

5.1 Obtaining the centre of gravity for T-Shaped connecting rod

<table>
<thead>
<tr>
<th>Distance from C.O.G (mm)</th>
<th>Overshoot of angle in x-axis (degree°)</th>
<th>Overshoot angle in z-axis (degree°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+70</td>
<td>-265</td>
<td>4</td>
</tr>
<tr>
<td>+70</td>
<td>-245</td>
<td>4</td>
</tr>
<tr>
<td>+70</td>
<td>-225</td>
<td>2</td>
</tr>
<tr>
<td>+70</td>
<td>-200</td>
<td>1</td>
</tr>
<tr>
<td>+70</td>
<td>-180</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>
Table 2. Overshooting of angle with respect to relative distance from the center of gravity for T-Shaped connecting rod

<table>
<thead>
<tr>
<th>Distance from C.O.G (mm)</th>
<th>Overshoot of angle in x-axis (degree°)</th>
<th>Overshoot of angle in z-axis (degree°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+60</td>
<td>-265</td>
<td>5</td>
</tr>
<tr>
<td>+60</td>
<td>-245</td>
<td>4</td>
</tr>
<tr>
<td>+60</td>
<td>-225</td>
<td>5</td>
</tr>
<tr>
<td>+60</td>
<td>-200</td>
<td>3</td>
</tr>
<tr>
<td>+60</td>
<td>-180</td>
<td>2</td>
</tr>
</tbody>
</table>

The data implies that the lesser the relative distance between the masses the lesser the overshoot of angle in z and x axes. The center of gravity of an object is calculated by taking the sum of its moments divided by the overall weight of the object. The moment is the product of the weight and its location as measured from a set point called the origin. As the distance of camera mount approaches the counter weight the platform results in less deviation. The largest distance between two masses are 335mm and smallest are 120mm. The counter weight distance is kept constant as the top part of this platform will be attached to a flying support. The system need clearance for the swaying of the platform and to return back to it dynamic balance once external force is exerted on it.

The distance of the camera mount was slowly decreased to find the point where the system approaches to zero deviation in any direction. From the table 1, the distance of 110mm apart gives the least deviation in both direction but there is still a deviation about 2° in the z-axis direction while the x-axis direction gives very slight overshooting. The T-shaped platform theoretical calculation states that the centre of gravity is situated at the centroid of the structure but experimental testing shows that the centre of gravity is slightly displaced in the z-axis from the theoretical centroid point. This situation was induced by the irregular shape of the platform. The counter weights mount is fabricated manually. During the fabrication the parts tend to undergo certain deformation in shape due to drilling and cutting through. The holes drilled at the both end has to be in symmetry and slight dents will cause the centre of mass to be displaced from its initial point. The rectangular plate is screwed to the rod with the help of nut and bolt and the same goes to the camera mount. This nuts and bolt mass are neglected in the theoretical calculation as the model is expected to be modelled using a rapid prototyping machine upon completion of designing and testing.

With the aid of rapid prototyping machine all the parts of the system are expected to have a precise measurements and the mass of each part are evenly distrusted as well. The parts are designed in way that there is no need for any assembly of parts and can be said that the whole platform is in one regular solid. Taking the platform as a whole makes the centre of gravity to be easily accessed. Analyzing the data found the system is having overshooting in z-direction which can be concluded that having just
two sides for counter weight is not enough to balance the system. The two sides counter weight seems sufficient for balancing in the x-axis direction but not for z-axis direction.

To solve this either another two sides more sides have to be added at the counter weights mount. This makes the system to have five point masses and calculating the centre of gravity is gets even complicated compared to initial three point masses. Due to time constraint for fabrication and testing addition of another two point mass is not approachable.

5.2 Obtaining the centre of gravity for I-Shaped connecting rod

<table>
<thead>
<tr>
<th>Distance from C.O.G (mm)</th>
<th>Overshoot of angle in x-axis (degree°)</th>
<th>Overshoot angle in z-axis (degree°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+70</td>
<td>-265</td>
<td>4</td>
</tr>
<tr>
<td>+70</td>
<td>-245</td>
<td>4</td>
</tr>
<tr>
<td>+70</td>
<td>-225</td>
<td>2</td>
</tr>
<tr>
<td>+70</td>
<td>-200</td>
<td>1</td>
</tr>
<tr>
<td>+70</td>
<td>-180</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

Table 1. Overshooting of angle with respect to relative distance from the center of gravity for I-Shaped connecting rod

<table>
<thead>
<tr>
<th>Distance from C.O.G (mm)</th>
<th>Overshoot of angle in x-axis (degree°)</th>
<th>Overshoot of angle in z-axis (degree°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+60</td>
<td>-265</td>
<td>2</td>
</tr>
<tr>
<td>+60</td>
<td>-245</td>
<td>2</td>
</tr>
<tr>
<td>+60</td>
<td>-225</td>
<td>1</td>
</tr>
<tr>
<td>+60</td>
<td>-200</td>
<td>1</td>
</tr>
<tr>
<td>+60</td>
<td>-180</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

Table 2. Overshooting of angle with respect to relative distance from the center of gravity for I-Shaped connecting rod

The largest distance between two masses are 335mm and smallest are 110mm. The counter weight distance is kept constant as the top part of this platform will be attached to a flying support. The distance of the camera mount was slowly decreased to find the point where the system approaches to zero deviation in any direction. From the table 3, the distance of 110mm apart gives the least deviation in both direction. The I-shaped platform theoretical calculation states that the centre of gravity is situated at the centroid of the structure but experimental testing shows that the centre
of gravity is slightly displaced in the z-axis from the theoretical centroid point. This situation was induced by the irregular shape of the platform. The counter weights mount is also fabricated manually and during fabrication the mount tends to also undergo deformation. This system has two point of masses compared to three point for the T-shaped platform. By having two point masses calculating the origin is simplified. Having a cylindrical counter weight mount, the mass are found to be acting at its centre so aligning centre of the mass of the camera mount will be much more efficient compared to aligning two mass point to one mass point.

In a nutshell, the I-shaped platform gives a much better prospect compared to the T-shaped platform. This whole system of stabilization are done with mechanical approach which limits the alteration of the design. Implying that the model has to base on mechanical approach to counter all the moments and inertia that it experiences choosing a design with just two point mass is preferable. Furthermore, Random error caused by human in fabrication also affects the overall system. This can be improved by performing the experiment several times with several more distances between masses in order to reduce this error.

5.3 Damping test

Vibration is key factor that directly affects the quality of taken of a camera. Once the camera experiences vibration the image take will be have dotted lines which are caused by the motion during the closing of shutter. In order to improve the quality of picture taken during flight or motion, isolation of vibration has to be done. Isolation of forces are done by the system by introducing the gimbal that response to external force. This gimbal makes sure that the external vibration that affects the camera are drastically reduced hence improving the quality of pic. The final prototype fabricated by RPM was tested for its capability of handling vibration. The platform is subject for high vibration disturbance so isolating this would eventually help us achieve the objective this study. The prototype was suspended with no external torque or inertia acting on it and random vibration was created by shaking the support slightly. The duration that the system takes to damp the movement experienced will be directly related to functionality of the gimbal system. Therefore this test is very crucial.

Figure 4.3. Platform is hanged for random vibration testing
The functionality of the gimbal is proved. The gimbal reacts to the external vibration and damps the movement of the system therefore we can say that system works but the time taken for the system to come to rest is averaged to roughly 7.4 secs which is quite long. This signifies that during flight the camera with roughly have disruption in the picture quality taken for seven second before the system counters this external force and brings back the camera to its stable position. This situation rises as there is no proper damping agents such as springs or rubbers are not incorporated with this design but since there will a flying support connected to this system in future that connection can be made out springs to enhance the damping.

5.4 Camera mounting

The camera used for this testing is the SJ 4000 model. This camera is also known as the Sports HD 1080P camera. The look of it resembles the normal GoPro camera but gives a much better performance compared to it. The body design comes in rectangle with physical dimension 30mm in height, 50 mm in length, and 41 mm in width. The camera itself has certain anti shaking features incorporated within which therefore further increases the efficiency of the design. The counter weight used for the current design are set to be in circular shape as circles has their overall mass to be acting at one particular point and that point is at its origin. As we considering the exact same shapes for the bottom and top of the platform, this camera has to be set into a mount that comes in circular shape. Once the camera is fitted exactly to the mount we are altering the centre of gravity of camera as there is a new solid has been attached together which make the two parts to act as one body. The mount that the camera is attached is made using RPM machine as well.

![Figure 4.4. The platform is hanged for random vibration testing](image)

Once the camera is attached on the mount it was placed on the table and random vibration was induced while the camera was on recording. This was done in order to ensure the safety of the camera during the flight as for the worst case scenario of system failure the camera...
will experience a free fall from elevated location therefore providing a mount that damps vibration as well as protects the camera is essential.

6. Conclusion

As a conclusion, a two axes gimbal system was proposed and fabricated utilizing the basic Newton’s second law. The construction of the stabilization mechanism was induced through the idea of incorporating cross coupling and dynamic balancing. This project have proved that for the mechanical approach of stabilizing a platform having two point of masses gives a better efficiency compared to several point masses. An assessment between the system response among the I-Shaped and T-Shaped was done and the comparison result verified the design proposed. The test carried out was to study the relationship between the point masses and the relative distance among the masses to locate the centre of gravity of the prototype. Expanding the mathematical model of the platform assuming that the design have static mass balanced, the theoretical origin of the platform can be deduced. As for the I-Shaped platform the point masses has been limited to two and are designed to be in symmetrical which gives a much optimum mechanical approach dynamic balance.

For further future work, with the aid of rapid prototyping machine all the parts of the system are expected to have a precise measurements and the mass of each part are evenly distributed as well.
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Abstract
Home, which is often the place where people stay the longest or which serves as the endpoint after the long day of work outside is indeed a “happy home” when a system will be integrated to provide peace of mind for people living on it. In this study, the proponents designed a simulation and implementation of a structure that takes care of the homes’ security, convenience, disaster detection and risks reduction. The security module contains the alarm system model that monitors intruders through doors, windows, garage and garden area. Convenience module, on the other hand, is designed to control the temperature and luminosity based ventilation and lighting systems’ automatic switching mechanisms respectively. It also features convenient control for the home’s garden water sprinkling system. Disaster detection and risks reduction includes early warnings for possible catastrophes like fire and heavy floods. This paper uses methodologies where users can manage devices by using Xilinx- Spartan3e and Altera- Cyclone II Field Programmable Gate Array boards. In this study, the proponents executed the system simulations through Verilog HDL using Xilinx ISE, Quartus II and ISim. The project outcomes agreed with the expectations, which can be seen through the systems’ waveform behaviors and Register Transfer Level and Technology schematic diagrams.

Keywords: Verilog HDL; Xilinx- Spartan3e; ISim Simulation; Altera- Cyclone II; Register Transfer Level
1. Introduction

1.1 Background of the Study

Progress of technology started when famous laboratories like Bell Laboratories and many others developed such devices like vacuum tubes, transistors, integrated circuits, etc. which led to the formation of microelectronics that has a great aid to our new and advanced technologies in present times [1]. These technologies have been a big help in many importance aspects of human civilization. It develops faster and leads to the birth of microcontroller, integrated electronic computing device that acts like a computer on a chip [2]. Single chip that is very useful in performing very huge applications [3]. In this paper, the proponents explore the possibility of using the mentioned technology wonder to the place where we are living, homes.

Nowadays, the society has a great need for security considering that high crime rates are perceived. Burglars and trespassers are very common especially to places where people are expecting they are safe, usually homes [4]. Likewise, when talking about convenience especially after a whole day of tiring work, it is more beautiful to have a home that will give comfort and efficiency in one package [5]. Aside from security and convenience, it is also a great move to have a shelter that will offer an early detection of the possible disasters that will come around. Catastrophes like fire and heavy floods caused by extreme rains can damage the things that people mostly put importance to, worst case, can eliminate lives [6]. As what saying goes, “Prevention is better than cure”.

In due course, the authors designed an integrated digital system that will provide virtual model for home security, convenience and disaster detection systems. In this paper, the programmers to provide simulations for the integrated system [7] used Verilog, which is one of the most common industry standard hardware description languages.

1.2 Statement of the Problem

With the high demands for useful and efficient home automation systems [8], the goal of this study is to create a house model that depicts an integrated system that will offer security and convenience to the homeowners. It also includes early detection of upcoming unwanted events with the inclusion of disaster monitoring and warning system. Talking about the home security, Crime is a significant concern in urban areas of the Philippines and typical criminal acts includes theft, carjacking, kidnappings and robberies. They are the incidents that are usually occurring at the expense of people’s own homes [4]. Additionally, Philippines is one of the most disaster prone country in the world. Specifically, discussing about home disasters, it is also noted that fire and heavy floods are two of the most common catastrophes in the country [9].

Given the facts, this work will introduce design methodologies where users can control sensors and devices by using Field Programmable Gate Arrays (FPGAs). Nowadays, FPGA is used commercially and applied in different countries. Indeed, it is an advantage that undergraduate students will have background, proper skills and knowledge of FPGA before facing the professional world, which adopts and utilizes such technology. For educational purposes, different institutions have FPGA for their research papers and citations [10]. In this paper, the researchers executed the FPGA-
based system simulations through Verilog Hardware Description Language using Xilinx ISE and ISim.

1.3 Objectives of the Study

The prime objective of the project is to DESIGN, SIMULATE and IMPLEMENT an integrated circuit for home automation system that provides security, comfort, convenience, disaster-free home using Verilog Hardware Description Language with the aid of Xilinx- ISim, Xilinx- Spartan3e and Altera- Cyclone II Field Programmable Gate Array boards.

Specifically, this study aims to provide VIRTUAL MODELS and SIMULATIONS for the following situations:

- Security system that can be activated and deactivated through a 6-bit binary password. Combinations of possible binary passwords consists of one combination of correct password for activation that will power the sensors attached to the security module. Another password combination is dedicated for the security module’s deactivation mode which will make the security sensors off
- Alarm systems at doors, windows, garden area and garage area when the magnetic and laser sensors interfaced to the mentioned house entrances are triggered
- Luminosity-based lighting system automatic switching mechanism and a temperature-based ventilation system automatic switching mechanism that are attached to the convenience module
- Automatic triggering of the fire alarm and water sprinkler mechanism whenever the smoke detector is activated
- Automatic triggering of the flood alarm whenever the flood sensor is activated

1.4 Scopes and Limitation

The integrated system was designed to control the door, window, garage area, fire alarm, flood alarm, luminosity and temperature. It is not designed to control any other devices. The entire system is dependent upon multiple sensors which act as input to the program. This is why Xilinx Spartan3e and Altera- Cyclone II FPGA boards are used because switches, input ports and output ports are incorporated within these boards. The proponents used sensors and alarms to achieve the objectives of this study however they did not focus anymore on the internal functionality of each sensor and just dwell on the relationship of the input and output signals simulated and implemented through Spartan3e- FPGA. Nevertheless, the authors still managed to list all the sensors used and their corresponding minimal specifications and schematic diagrams for the sake of complete documentation. Additionally, on the Altera- Cyclone II implementation of this project, the proponents did not incorporated any external devices like sensors, alarms and indicators to the board. Rather, the proponents utilized the embedded switches and indicators of the board to maximize the functions specified by the proposed digital system. The scope of the project is only controlling the device internally [8].

2. Methodology
Through setting a general initial hierarchical design for the integrated system, a model house is taken into account. After the setting, all virtual sensors and devices that will be used for the system’s software and hardware simulations for the modules are also taken into consideration. The model sensor set includes magnetic, motion, sound, light and temperature, fire and flood detectors. The devices are the password checker, doors, windows, garage and garden areas, fire and flood alarm, fire sprinkler, garden water sprinkling system, ventilation and lighting system’s automatic switching mechanisms. Verilog Hardware Description Language was used in synthesizing the integrated system, viewed through the Register Transfer Level diagrams [8].

2.1 Xilinx ISE, ISim and Quartus II

In this study, the researchers used Xilinx ISE and ISim for the Spartan3e- FPGA implementation of the proposed project. It was also used for logic coding, synthesis, viewing of register transfer level schematic diagrams, test bench coding and simulation of the proposed digital system. Xilinx ISE alongside with ISim is a software tool produced by Xilinx for synthesis and analysis of hardware description language systems, enabling the developer to synthesize their designs, perform timing analysis, examine RTL diagrams, simulate a design’s reaction to different stimuli, and configures the target device with the programmer [12].

On the other hand, Altera- Quartus II is a software tool used by the proponents for the Cyclone II- FPGA implementation of the designed digital integrated circuit. Altera-Quartus II is applicable because it performs the ideal quality design of FPGA boards [13].

2.2 Conceptual Frameworks (Hierarchical Approach)

Figure 2. High Level- Hierarchical System of the Project

Figure 2 is the high level- hierarchical system representation of the project. In this paper, three sub- systems are synthesized into one integrated digital circuit. Under the mother module are the security, convenience and disaster detection and risks reduction modules.
First, the security module features a six bit binary password that will activate and deactivate the whole security system. When the security system is activated through an allotted correct password combination, the magnetic sensors at the doors and windows and the motion sensor at the garage and garden area are also on. Whenever a trespasser will forcedly pass through the mentioned house entrances, the security alarms on each will trigger. For security module deactivation, there is another set of binary password combination that deactivates the whole system (no sensors working). In case
of the wrong password input, the programmers allotted sixty-two binary combinations that will outburst the wrong password alarm. All the alarms are interfaced with the Reset Alarm switch that will control their state (On/Off).

Then, the convenience module includes lighting, ventilation and garden water sprinkler automatic switching mechanisms. The lighting system is switched by the Light Dependent Resistor (LDR) that is plotted in a circuit attached to the input port of the FPGA board. Likewise with the ventilation system that is switched by the thermistor. Moreover, when the particular sound sensor for the garden water sprinkler switching mechanism is triggered, automatically, the water sprinkler mechanism will start to work.

Lastly, the disaster detection and risks reduction system will take care of the early detection of the fire and flood that occurs in homes. When the smoke detector senses smoke, the fire alarm and fire sprinkler will turn on. Likewise, when the flood sensor is triggered, the flood alarm will function.

2.3 Tabular, State Diagram and Real-Time Representations

Parts of the project flow are the tabular, state diagram and real-time representations of the systems that are incorporated with the whole project system. It became a prerequisite action for the proponents to be able to create a draft for the whole system’s program coding.

2.3.1 Security Module

Security system of this study features a password checker for the activation and deactivation of it. When the input password is correct for activation and deactivation, all the sensors that are interfaced with the system are functioning and off respectively. On the other hand, when incorrect for both, the sensors are off and will stay off respectively.

Table 1 below is the tabular representation of the modes of the security module and their respective correct 6-bit binary input passwords.

Table 1. Security Module Mode and Correct Binary Passwords

<table>
<thead>
<tr>
<th>SECURITY MODE</th>
<th>CORRECT 6-BIT BINARY PASSWORD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTIVATION</td>
<td>8b0100011</td>
</tr>
<tr>
<td>DEACTIVATION</td>
<td>8b101100</td>
</tr>
</tbody>
</table>

Table 2 below, denotes the relationships between the security module modes and conditions. On the other hand, Table 3 shows the security sensors and alarms relationships. Attached also to the security module is the wrong password alarm that will outburst even without sensors detection, whenever a wrong input security password combination will be keyed-in to the checker for deactivation.

Table 2. Security Module Modes and Conditions
Table 3 Security Sensors and Alarms Relationships

<table>
<thead>
<tr>
<th>SECURITY SENSORS</th>
<th>BINARY CONDITION</th>
<th>ACTUAL CONDITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOOR MAGNETIC</td>
<td>1'b0</td>
<td>Door Alarm = ON</td>
</tr>
<tr>
<td>SENOR</td>
<td>1'b1</td>
<td>Door Alarm = OFF</td>
</tr>
<tr>
<td>WINDOWS MAGNETIC</td>
<td>1'b0</td>
<td>Windows Alarm = ON</td>
</tr>
<tr>
<td>SENSORS</td>
<td>1'b1</td>
<td>Windows Alarm = OFF</td>
</tr>
<tr>
<td>GARDEN MOTION</td>
<td>1'b0</td>
<td>Garden Alarm = ON</td>
</tr>
<tr>
<td>SENSOR</td>
<td>1'b1</td>
<td>Garden Alarm = OFF</td>
</tr>
<tr>
<td>GARAGE MOTION</td>
<td>1'b0</td>
<td>Garage Alarm = ON</td>
</tr>
<tr>
<td>SENSOR</td>
<td>1'b1</td>
<td>Garage Alarm = OFF</td>
</tr>
<tr>
<td>Other Binary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combinations</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.3.2 Convenience Module

Attached to the convenience module is the reset alarm switch that will control the state of one of the convenience inputs which is the soil moisture sensor. On the other hand, the binary state of all the convenience sensors namely, dark sensor, temperature sensor and soil moisture sensor dictates the actual condition of the output signals attached to the module. Table 4 below depicts the relationships between the input and output signals of the convenience module.

Table 4. Convenience Module’s Input and Output Signals Relationship

<table>
<thead>
<tr>
<th>CONVENIENCE SENSORS</th>
<th>BINARY CONDITION</th>
<th>ACTUAL CONDITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dark Sensor</td>
<td>1'b0</td>
<td>Automatic Lighting System</td>
</tr>
<tr>
<td></td>
<td>1'b1</td>
<td>Switch = OFF</td>
</tr>
<tr>
<td>Temperature Sensor</td>
<td>1'b0</td>
<td>Automatic Lighting System</td>
</tr>
<tr>
<td></td>
<td>1'b1</td>
<td>Switch = ON</td>
</tr>
<tr>
<td>Soil Moisture Sensor</td>
<td>1'b0</td>
<td>Automatic Ventilation System</td>
</tr>
<tr>
<td></td>
<td>1'b1</td>
<td>Switch = OFF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Garden Water Sprinkler Mechanism = OFF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Garden Water Sprinkler Mechanism = ON</td>
</tr>
</tbody>
</table>

Figure 6. State Diagram Representation for the Convenience Module’s Lighting System’s Automatic Switching Mechanism

Figure 6 is the state diagram of the lighting system’s automatic switching mechanism of the convenience module. The said mechanism includes a dark sensor that will dictate the state (on/off) of the bulbs in the house. In the Verilog program and simulation, the light sensor served as the input parameter and the brightness of the bulbs as the output. When the light sensor is equal to 1'b0, the light is in OFF state. Oppositely, when the light sensor is equal to 1'b1, the light is in ON state.
Figure 7 State Diagram Representation for the Convenience Module’s Ventilation System’s Automatic Switching Mechanism

The Figure 7 is the state diagram of the ventilation system’s automatic switching mechanism of the convenience module. The mechanism includes a temperature sensor that will turn on and turn off the ventilation system of a particular house. In the Verilog program, the temperature sensor is the input parameter while the ventilation system is the output parameter. When the said sensor is at 1'b0, the ventilation system is in the OFF state. Oppositely, binary 1'b1 denotes an ON state of the ventilation system.

2.3.3 Disaster Detection and Risks Reduction Module

Attached to the disaster detection and risks reduction module are the detectors that will dictate the condition of their respective alarms and devices. Table 5 below shows the relationships between the detectors of this sub-module to their respective devices.

Table 5. DDRR Module’s Input and Output Signals Relationships

<table>
<thead>
<tr>
<th>DISASTER DETECTION SENSORS</th>
<th>BINARY CONDITION</th>
<th>ACTUAL CONDITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoke Sensor</td>
<td>1'b0</td>
<td>Fire Alarm = OFF</td>
</tr>
<tr>
<td></td>
<td>1'b1</td>
<td>Water Sprinkler Mechanism = OFF</td>
</tr>
<tr>
<td>Flood Sensor</td>
<td>1'b0</td>
<td>Fire Alarm = ON</td>
</tr>
<tr>
<td></td>
<td>1'b1</td>
<td>Water Sprinkler Mechanism = ON</td>
</tr>
</tbody>
</table>

The output signals attached to this sub-module are connected to main module’s reset button which also controls the state of their alarm and indicators.

2.4 RTL and Technology Schematic Diagrams

Figure 8, 9 and 10 are the low level register transfer, high level register transfer and technology schematic diagrams of the system respectively. In this work, input and output signals relationships are taken into consideration. Input ‘clock’ is used for the simulations’ timing purposes. Input ‘passwordC(5:0)’ is a 6-bit password checker for the security system. When high, security system sensors are on, otherwise, off. Input ‘doorSen’ is the magnetic sensor at the door. When high, door alarm is on, otherwise, off. Input ‘windowSen’ is the magnetic sensor at the windows. When high, alarm at the windows is on, otherwise, off. Input ‘garageSen’ is the motion sensor at the garage area. When high, garage area alarm is on, otherwise, off. Input ‘gardenSen’ is the motion sensor at the garden area. When high, garden area alarm is on, otherwise, off. The ‘activation’ input depicts if the user is for activation of for deactivation phase. Additionally, the reset alarm switch is also interfaced will dictate the state of the output signals. On the other hand, input and output signals relationships are taken into consideration for the convenience module. Reset Alarm switch is also interfaced to
dictate the state of the output signal equivalent to the soil moisture sensor input signal. Lastly, the disaster detection and risks reduction system. Input ‘floosensor’ is the sensor that will detect flood entering home premises. When high, flood alarm and the rescue signal sender are both on, otherwise, off. Input ‘smokedetector’ is the sensor that will detect smoke from house fires. When high, fire alarm and fire sprinkler are on, otherwise, off. All the sensors and devices used in the three sub-systems were synthesized into just one integrated digital circuit and readily subjected into one ISim simulation, Xilinx- Spartan3e and Altera- Cyclone II- FPGA boards implementation.

Figure 8 Low Level RTL Schematic Diagram of the ‘Happy Home’: Integrated Security, Convenience, Disaster Detection and Risks Reduction Systems

Figure 9 High Level RTL Schematic Diagram of the ‘Happy Home’: Integrated Security, Convenience, Disaster Detection and Risks Reduction Systems
3. Experiments and Analysis of Results

This part contains the result and discussion of the system. This provides additional explanation, discussion and definition of the system and its parts, which is conceptualized below, Figure 11

Figure 11. Summary of the System to be tested

Figure 11 is the main concept of the summarize system which illustrates how the parts of the system are interconnected and explains the relationship of each parts to one another. The Verilog HDL is a high level programming language used by the proponents to describe the behavior of the system [14]. With this, the proponents integrates the used of software which are the Quartus II and Xilinx ISE to come up in the said system. The Altera-Cyclone II used for the command (such as switch and indicators) for able to manipulate the sensors externally in order to analyze the relationship between the input and output signals simulated and implemented through Spartan3e- FPGA.

3.1 Project Tests

In this study, the original plan of the proponents was to test the proposed digital design of an integrated circuit for home automation system through simulating and implementing the Verilog HDL codes to Xilinx ISE- ISim and Spartan3e FPGA board only. On the process of Spartan3e implementation, for the sake of meeting the project’s objectives, the researchers oversaw the disadvantages of directly incorporating the external devices needed to the FPGA board. Some of the external devices, specifically the sensors having a high output voltage than limiting requirement for the board (3.3
Volts to 5 Volts), affected the stability of the Field Programmable Gate Array board. The Spartan3e- FPGA suddenly became unstable and inaccurate. The logic flow of the Verilog HDL codes were seen accordingly when it comes to ISim simulations but not when it comes to hardware implantation. In due course, the proponents decided to pursue the contingency plan of maximizing the unfortunate events that had come.

According to their contingency plan, the proponents will now test their designed digital system through the following:

- Simulation using Xilinx ISE- ISim and Implementation using Xilinx- Spartan3e FPGA board with Stable Condition
- Implementation using Xilinx- Spartan3e FPGA board with Erratic Condition
- Implementation using Altera- Cyclone II FPGA board

3.2 Tests for Functionality, Reliability and Accuracy

Table 6. Possible Conditions for Functionality, Reliability and Accuracy Testing
Table 6 is the summation of tests done that has been tested for its functionality, reliability and accuracy. For the test of functionality, they listed numerous conditions that the designed system can be into. The proponents came up with 26 possible conditions. The functionality will be tested according to the set conditions:

On the other hand, the researchers tested for the reliability of the project design by testing it for 30 trials (15 trials for ISim simulation and 15 trials for hardware implementation). After the trails, the proponents set hypothesis to be met:

- 1st Hypothesis:
  SUCCESS Remark && SUCCESS Remark = SUCCESS
- 2nd Hypothesis
  SUCCESS Remark && FAILED Remark = FAILED
- 3rd Hypothesis:
  FAILED Remark && SUCCESS Remark = FAILED
- 4th Hypothesis:
  FAILED Remark && FAILED Remark = FAILED

Lastly, the test of accuracy depends on both test for functionality and reliability. The said test will be measured by using the set formula below:

\[
\text{Accuracy} \% = \frac{\text{Number of SUCCESS Remarks}}{\text{Total Number of Trials for each Condition}} \times 100
\]

The second project test that the proponents did is through Xilinx- Spartan3e FPGA board implementation. The input and output signals represented by set of digital sensors, alarms and indicators are incorporated at the input and output signal ports of the said FPGA board.
Figure 12 which is the real-time representation of the configurations for the Xilinx- Spartan3e FPGA implementation. It also depicts the actual connections of the input and output devices to the FPGA board.

On the other hand, Figure 13 is the real-time representation of the configurations for the Altera- Cyclone II FPGA implementation, which is the third project test for the proposed digital system. It also depicts the actual connections of the input and output devices to the FPGA board.

3.4 Xilinx ISE- ISim Simulations and Spartan3e FPGA Board with Stable Condition Implementation

The first project test that the proponents did is the software-hardware tandem of Xilinx ISE- ISim simulations and Spartan3e FPGA board with stable condition implementation. The percentage accuracy is:

\[
\text{% Accuracy (Over-all) } = \left( \frac{26}{26} \right) 100\%
\]

3.5 Spartan3e FPGA Board with Erratic Condition Implementation

The second project test that the proponents did is the Spartan3e FPGA board with erratic condition implementation. The percentage accuracy is:

\[
\text{% Accuracy (Over-all) } = \left( \frac{14}{26} \right) 100\%
\]
% Accuracy (Over-all) = 53.85%

3.6 Altera- Cyclone II FPGA Implementation

The third project test that the proponents did is the Altera- Cyclone II FPGA implementation. The percentage accuracy is:

% Accuracy (Over-all) = \(\frac{15}{15}\) 100
% Accuracy (Over-all) = 100%

3.7 Column Chart

Figure 14 below shows the column chart representing the over-all percentage accuracy of all the project tests done.

![Column Chart of the Over-all Percentage Accuracy](image)

4. Conclusion and Recommendations

The goal of the research was achieved by the use of Verilog Hardware Description Language coded in Xilinx ISE and Altera Quartus II. Then the codes were simulated in Xilinx ISim and implemented using Xilinx- Spartan3e (stable and erratic condition) and Altera- Cyclone II Field Programmable Gate Array boards. Verilog HDL really helped the proponents, in order to implement the programming aspect of the project. It provides instructive waveforms which are very valuable in understanding the concept of the research. With this, the researchers realized that Xilinx ISE and Quartus II tool can be verified as learnable tools for simulation and a great integrated development environment. It was also realized that it is easier to design, synthesis, and simulate different digital system circuits using the said software tools. We simply have to be very careful in programming, considering that we are designing and realizing the hardware circuitry. All Verilog output waveforms simulated and displayed by the tools show that the Home automation System is operating accordingly. Thus, the ‘Happy Home’ was successfully completed and feasible for implementation. In implementation, the researchers made a miniature of a house with structural cabling incorporated with different sensors. These sensors served as an input to the FPGA board. The digital output by the sensors fed to the FPGA board generates an output through the use of different output mechanism like buzzers, LED indicator, and DC motors. In addition, the code that was programmed in the board was operating accordingly. Hence, the implementation of the Home Automation System was successful and now possible for IC wafer fabrication. Additionally, it was also concluded that FPGA boards are...
sensitive when it comes to accepting and relating to outside voltage parameters. They are so vulnerable to outside devices so the users must have a double time on reading the specification sheets of any programmable boards.

The proponents are recommending forwarding this project design to a company that manufactures Application Specific Integrated Circuit (ASIC). It is also recommended for the researchers to explore the possibility on trying to implement the designed digital codes to other available Field Programmable Gate Array boards. For the future researchers to acquire a new Spartan3e FPGA board so they can experience and share the wonder of this very promising advanced technology. It is also recommended that when they already acquire a new one, they must be careful on incorporating external devices to it specifically when that device output a high voltage level. The recent proponents suggest for them to use relay mechanisms before the implementation of any. For the College of Engineering and Computer Studies of LPU-Laguna to encourage more students to pursue research project like this. FPGA-concerned researches here in the Philippines are very limited due to the constraints of availability of some materials, nevertheless, these kind of research endeavors are now very timely, marketable and internationally accepted.
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Abstract

Body Mass Index (BMI) is a human body measurement of weight and height that defines the body fats. It is the commonly accepted index for classifying the health status whether a person is normal, underweight and obese. It shows a relationship with clinical risks factors for cardiovascular disease (Freedman et al., 1999). According to the Bogalusa Heart Study, around 60% of 5 - 10 year old kids who were overweight had clinical danger element for cardiovascular illness including hyperlipidemia, lifted insulin and hypertension, and 20% had two or more hazard variables. In this paper, BMI of a person will be monitored and managed through calculation and analysis. The Microcontroller-Based Body Mass Index Calculator and Monitoring System with Classifier Using Fuzzy Logic Algorithm is a device that records the height and the weight of a person as well as the BMI. It also analyses the body status whether the person is underweight, normal, overweight and obese. It endorses the use of sensor technology specifically an ultrasonic sensor with a cord data transmission which can be use in order to obtain the height of a person and load cell for obtaining the weight. The system operates through input variables of height, weight, and personal information that will be simulated by the algorithm of the fuzzy logic and will be programmed into the C# language in Visual Studio. The fuzzy logic serves as the brain that analysed the calculated BMI and the body status. The proposed system also consists of printer that will print the data and the obtained body measurements. It also has the capability of recording the data gathered into the database that is used to monitor the body status of the person. Generation of charts with respect to age gender and department can also be done by the system. The proposed model is tested through the use of T-Test method in order to analysed the acceptability error of the device and test its performance compared to the traditional way of measuring BMI in the clinic.
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1. Introduction

This section covers the novelty of the study, statement of the problem and the general objectives. It will discussed what, when, where and how they will implement the system.

1.1 Background of the Study

The number ascertained from a man's weight and tallness is called Body Mass Index. It shows the status of a man's muscle to fat quotients and is an option for direct measures of it. Knowing your BMI gives you a thought of how sound your weight is. Moreover, Body Mass Index is an economical and simple tool strategy for monitoring of weight classes because the calculation requires only height and weight and can be used in assessing whether a person is malnourished/ underweight, overweight, obese or normal. Present BMI calculators are based on the BMI-for-age chart that contains the height, the weight, and the age brackets in determining the approximate BMI value and its classification. Since people nowadays were getting involved and attached with the fast advancement of technology, there are already computer-generated BMI measuring applications that can be found online which are made accessible for a more convenient way of knowing one’s body fat status. This requires the height and the weight of the user, and some asks for age and gender too. These applications are programmed to do the calculations of BMI. The most common way of obtaining a person’s BMI is by using the English formula which states that the BMI is equal to the square of the individual's weight in pounds everywhere throughout the square of the same individual's stature measured in inches, then, increasing the answer by 703. The other one is through the metric arrangement of isolating the individual's weight, measured in kilograms everywhere throughout the square of individual's stature in meters. Mathematically, these are respectively expressed as:

\[
BMI = \frac{\text{weight (lb)}}{\text{height (in)}^2} \times 703 \tag{1}
\]

\[
BMI = \frac{\text{weight (kg)}}{\text{height (m)}^2} \tag{2}
\]

Aside from the height and weight of a person as parameters in getting BMI, their age and gender are also factors of the BMI result. Standard weight status class that are the same for all ages and for both men and ladies will be used for adults aged 20 and above. According to Center for Disease Control and prevention, woman have a tendency to have more muscle to fat ratio ratios than men and more established individuals, overall, have a tendency to have more muscle to fat quotients than more youthful grown-ups. Exceedingly arranged contenders may similarly have high BMI in light of expanded quality rather than expanded body vastness.

Overweight and obesity are characterized as unusual or intemperate fat collection that may harm wellbeing [1]. As per the World Health Organization, with the BMI more than or equivalent to 25 is overweight, and a BMI more prominent than or equivalent to 30 is fat. Those individuals who are experiencing obesity are inclined of building up certain sorts of malignancy, coronary illness, stroke and diabetes among other wellbeing issues [2]. Centers for Disease Control and Prevention expressed that for grown-ups 20 years of age or more, more than 66% (68.8 percent) of grown-ups are thought to be overweight or fat and for youngsters and youthful, around 1 in 3 young
men (33 percent) are thought to be overweight or large, contrasted and 30.4 percent of young ladies [3]. In 2008, those grown-ups age 20 and more seasoned who were overweight is around 1.4 billion. Of these, more than 200 million men and about 300 million ladies were corpulent. More than 40 million kids less than 5 years old were overweight or large in 2012. These two are the main dangers for worldwide passing. Around 3.4 million grown-ups kick the bucket every year as a due to being overweight or corpulent. [4]. In the Philippines, 22.3% of Filipino grown-ups were overweight, and 6.1% were corpulent base on the overview of the Food and Nutrition Research Institute (FNRI) in 2011. The FNRI-DOST additionally expressed that the issue of weight was expanding in a disturbing rate in the Philippines where 7 out of 10 ladies and 1 out of 10 men were influenced [5]. People don’t take it into consideration of measuring their BMI for they might not know the purpose of doing so or they do not care at all what does their BMI indicates. Scientifically, setting aside the importance of measuring BMI may have a risk of developing health problems.

Since there is a variation in getting the BMI of a person, the so-called fuzzy rule-based system could be used to synthesize the methods from a various logic by creating a computer program of rules. The fuzzy logic provides development of algorithms based on the input of the person thus seeks application of mathematics to diffuse concepts.

1.2 Statement of the Problem

Body weight regulation has been a critical general wellbeing issue as of recent years. As indicated by the statistic, corpulence issue has turned into a scourge that causes costly expenses to the general wellbeing administrations. Corpulence is comprehended as both a cause and in the meantime an impact of mental and in addition behavioral issues. Viewing the issue from the proponent’s point of view, setting aside the importance of measuring BMI may have a risk of developing health problems. People don’t take into consideration of measuring their BMI for they might not know the purpose of doing so or they do not care at all what does BMI indicates might be one of the factors that causes obesity.

1.3 Objectives of the Study

The general objective of the study is to design and simulate Microcontroller-Based Body Mass Index Calculator and Monitoring System with Classifier Using Fuzzy Logic Algorithm.

Specific Objectives:

1. To measure height and weight of the user.
2. To give numeric value of BMI that correlates the body fats of the person.
3. To explore the functionality of Fuzzy logic in classifying the BMI.
4. To develop a low-cost and efficient device using microcontroller for clinical use.
5. To create a system that will update and save the data for monitoring purposes.
6. To test and assess the accuracy and statistical acceptability of error of the system.
2 Methodology

2.1 Fuzzy Logic Approach

The theory which is introduced by Zadeh (1965) known as fuzzy set as an expansion of the traditional thought of set considering that a component can have a place halfway, yet not totally, to a class. Zadeh's numerical thought is anything but difficult to apply to the universe of biomedical since ideas here are not precisely characterized.

The Fuzzy Logic is a numerical device for managing uncertainty and gives a system to manage imprecision and non-straight data presented by Lotfi Zadeh in 1965. It provides inference or deduction structure which is similar to human reasoning capabilities. It utilizes theory of probability in measuring the chance with which a given occasion is relied upon to happen and clarify what will happen if the normal occasion will happen. Etymological builds, for example, some, low, medium, regularly, few are being spoken to by the fuzzy theory instrument. The theory of fuzzy logic is based upon the possibility of relative assessed enlistment similar to the components of mentation and mental methods. In Fuzzy Logic, indeterminate or uncertain information are displayed with the utilization of fluffy sets, Fig. 1, so frequently experienced in real life.

![Fuzzy Logic System Diagram](image)

Figure 1: A fuzzy logic system which acknowledge uncertain information and unclear articulations, for example, low, medium, and high and gives choice.

2.2 Proposed System

The proposed system will use fuzzy logic approach in getting the BMI classification of a person. The value of the BMI will be calculated and manipulated by a microcontroller through the inputs weight and height which will be obtain through the use of ultrasonic sensor and load cells. Since there is a variation in the classification of the BMI of a person with respect to age, the calculated BMI and the age of the user will served as the input of the fuzzy logic. The fuzzy logic provides development of algorithms based on the input of the person thus seeks application of mathematics to diffuse concepts. The fuzzy logic will decide whether a person is underweight, normal, overweight or obese base on the input BMI and age. The results will be stored in a database for statistical purposes and will be printed through thermal printer together with the recommendation.
2.3 Block Diagram

![Figure 2: Block diagram of the proposed System](image)

The initial procedure is to start the machine, the system will ask for the information of the user which includes the name, age, gender and location. The microcontroller Arduino will receive the data from the inputted user’s information and the data from the load cells and the ultrasonic sensor. The ultrasonic sensor and load cell will measure the height and weight of the person. Then the microcontroller will process the data gathered and will be stored in the database. The results from the microcontroller will be displayed in the LCD display in order to view the measured BMI and status of the person. The fuzzy logic will serve as the brain that will analyze the calculated BMI and the body status. If the calculated BMI result is less than 18.5 it will fall under the category of Underweight. Result that ranges from 18.5 - 24.9 is considered Normal while 25 - 29.9 BMI is Overweight. 30 and above is considered to be Obese. The calculation of the BMI would still be dependent on the formula whether it is English or Metric which is depending on the parameters that the height and weight measuring device will provide. The information will be stored in the data base. The results can be displayed in LCD display and/or on the monitor of the computer to print the result.

2.4 Schematic Diagram

![Figure 3: Schematic diagram of the proposed System](image)

2.5 IPO Chart

The IPO Chart of the proposed project is described in the figure below:
Through related literatures and past studies, the project was conceptualized to develop and implement a system that will automatically calculate the Body Mass Index (BMI) of a person using microcontroller and sensors with a database that will record and monitor the results. The proponents gathered information and concepts in relation to calculation of the BMI using microcontrollers, load cell and sensors. Aside from the components used for the hardware, knowledge about Visual Basic and Matlab is essential to the proponents. The system will be a digital weighing scale, so programming will be needed in order to develop and design a system for measuring height and weight and calculating the BMI. With all the research, knowledge and concepts concerning Body Mass Index Calculation system, the proponents have conceptualized their own system which will include calculating and monitoring the body mass index of a person.

2.6 System Requirements

Below is the flow chart developed to guide in the development of the proposed system.
3. Results and Discussion

3.1 Project Descriptions

In this paper, a BMI calculator was designed through fuzzy logic approach which can be helpful for health risk assessment of the user. The device can also be useful in management and controlling of health status of a person. If the user is obese, the system will suggest or recommended what the user should do in order to make his/her BMI normal, same as when the user is underweight. The Fuzzy Logic Controlled Body Mass Index Calculator for Health Risks Assessment can give accurate flexible and fast response compare to other algorithm since it uses fuzzy logic approach. In addition, the propose system is designed to have a statistical tool which will output multiple graphs about the BMI of a person vs age, gender and location.
3.2 Properties of the Project

The paradigm of the system that is shown in Fig. 7 shows the procedure on how the Body Mass Index Calculation, Monitoring and Management system works. The first thing to do is to input the user or patient’s information which contains the person’s name, age, gender, and his/her location. Using the load cell and the height sensor, the height and weight of the person can be measured. Then using the measured height and weight, the body mass index will be calculated as well as the status of the user or patient through the use of microcontroller and fuzzy logic. All the gathered and computed data will now be stored in the database which will be displayed in the LCD display.

An added feature in the system is that the user will now be able to print and provide a copy of the result of the BMI and its status. Besides the printer, the system is also capable of providing a graph, monitoring the status of the results according to age, gender and location.

3.3 Tools and Methodologies of the System

In this section, the methods and procedures in developing the system are stated. It includes the hardware and software used and the methods in assessing the functionality of the system.

- Ultrasonic Sensor- used for measuring height

An ultrasonic sensor can be used as a proximity sensor, which allows transmission and reception of sound waves. It emits an acoustic waves in with frequency greater than upper limit of human hearing also known as audible range (20
Hertz to 20 Kilohertz). It determines the distance between the location of the sensor and the object or person depending on the time passed amongst emanating and getting the sound waves. The time snuck past amongst discharging and enduring is regarding the unit of the article from the sensor.

- **Load Cell**- used for measuring weight

![Figure 9: Load cell](image)

Load cell is a sensor or a transducer which changes over a heap or constrain following up on it into an electrical sign. This electrical sign relies on upon the kind of burden cell and hardware utilized. It can be a voltage, current or recurrence variety. It is a weight estimation gadget essential for electronic scales that show weights in digits.

- **HX711 Amplifier** - amplifies voltage coming from load cell

![Figure 10: Instrumentation Amplifier](image)

HX 711 amplifier permits to effortlessly read load cells to quantify weight. By associating the amplifier to your microcontroller you will have the capacity to peruse the adjustments in the resistance of the heap cell and with some alignment you'll have the capacity to get extremely precise weight estimations. This amplifier can be used in making own modern scale, process control or basic nearness discovery. Load cells utilize a four wire wheatstonebridge to interface with the HX711.

- **Arduino Uno Microcontroller** - fetch the data from the sensors and the one who calculate the BMI numeric value.

![Figure 11: Microcontroller](image)

According to W. Durfee, University of Minnesota, "The Arduino microcontroller is an easy to use yet powerful single board computer that has gained
considerable traction in the hobby and professional market." The microcontroller serves as the control unit of the system.

- Printer

![Microcontroller Diagram](image)

Figure 12: Microcontroller

The data will be displayed in the monitor and will be stored in the database for monitoring purposes. Hardcopy of the data and results gathered from the user will be printed.

- Fuzzy logic

![FIS Editor Diagram](image)

Figure 13: FIS editor for BMI classification

Fuzzy Logic Algorithm will be installed in the Arduino Uno for calculating or for determining the Body Mass Index of the user. The figures shown are the FIS editors and Membership functions of BMI-age-gender cutoffs. These figures show the range of the BMI and their classifications from 2 years old to 20 years old and above.
- Visual Studio C# Programming Language

Figure 14: Graphical User Interface of the System using C# Programming Language

The programming language C# in Visual Studio was used in the system's Graphical User Interface. This serves as the window of the user to see the measured height and weight together with the numeric value of the BMI and its classification.

- Chart Generation

The system is capable of producing charts based on the data that are stored in the database. These charts define the number of users that are underweight, normal, overweight or obese with respect to age, gender and location.
4. Data and Results

Experimental values were obtained by getting the mean of each sample and compare it to the actual value through the use of statistical method, called T-test. The calculation of P value of each test is calculated through the use of Microsoft Excel.

Table 1. Measure of relationship between means of the actual value and means of experimental value for height measurement

<table>
<thead>
<tr>
<th>Height Sensor</th>
<th># of samples</th>
<th>Actual value</th>
<th>Experimental value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>1.61</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.55</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.57</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.58</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.62</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.73</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1.54</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.55</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1.58</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.53</td>
<td>1.51</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>1.54</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>1.52</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>1.46</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>1.5</td>
<td>1.48</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1.55</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.67</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>1.55</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>1.56</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>1.58</td>
<td>1.57</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1.62</td>
<td>1.59</td>
</tr>
</tbody>
</table>

*Criteria: if P≥0.05 then accept the null hypothesis
Table 2 presents that the P-value is greater than the t-value which is 0.05 and since the P-value serves as the evidence that null hypothesis is true, therefore the null hypothesis is accepted. The error and difference between two methods are insignificant and are purely due to the random errors only. Based on the T-Test, the proponents can say that the proposed system is accurate.

Table 3: Measure of relationship between means of the actual value and means of experimental value for height measurement

<table>
<thead>
<tr>
<th># of samples</th>
<th>Actual value</th>
<th>Experimental value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>77.8</td>
<td>77.73</td>
</tr>
<tr>
<td>2</td>
<td>42.3</td>
<td>42.48</td>
</tr>
<tr>
<td>3</td>
<td>47</td>
<td>47.2</td>
</tr>
<tr>
<td>4</td>
<td>59.5</td>
<td>59.53</td>
</tr>
<tr>
<td>5</td>
<td>62.2</td>
<td>62.3</td>
</tr>
<tr>
<td>6</td>
<td>60.3</td>
<td>60.37</td>
</tr>
<tr>
<td>7</td>
<td>58.5</td>
<td>58.73</td>
</tr>
<tr>
<td>8</td>
<td>47.4</td>
<td>47.6</td>
</tr>
<tr>
<td>9</td>
<td>49.3</td>
<td>49.23</td>
</tr>
<tr>
<td>10</td>
<td>58</td>
<td>58.1</td>
</tr>
<tr>
<td>11</td>
<td>50</td>
<td>50.17</td>
</tr>
<tr>
<td>12</td>
<td>49.5</td>
<td>49.6</td>
</tr>
<tr>
<td>13</td>
<td>44.3</td>
<td>44.63</td>
</tr>
<tr>
<td>14</td>
<td>52.1</td>
<td>52.47</td>
</tr>
<tr>
<td>15</td>
<td>47.6</td>
<td>47.76</td>
</tr>
<tr>
<td>16</td>
<td>63.6</td>
<td>63.8</td>
</tr>
</tbody>
</table>
Table 4 presents that the P-value is equal to 0.486388 and is far greater than the t-value which is 0.05. This implies that null hypothesis is accepted and the difference of the actual value from the experimental value is due to random errors only and will not affect the accuracy and functionality of the system. The results suggested that the proposed design is accurate.

5. Conclusion

After conducting some experiments and analysis, the proponents gathered enough data which are vital in answering the problems and defining if the established information supports the objectives of the study. The development of Microcontroller-Based Body Mass Index Calculator with Classifier Using Fuzzy Logic Algorithm is focused in the study. This paper proposes a different approach for calculating and classifying Body Mass Index by using microcontroller and Fuzzy Logic. To comply for the objectives of the study, the proponents arrive in the following conclusions: The proponents were able to get the height and weight of the user through the use of ultrasonic sensor and load cell. Arduino Uno was used as microcontroller that fetched all the data coming from the sensors and calculate the numeric value of Body Mass Index. The BMI value together with the age of the user are processed through the algorithm of Fuzzy Logic and will decide whether the person is Underweight, Overweight or Obese. Visual Studio, C# programming language makes the GUI of the system. All the data were stored in the data base through MySQL. Using the T-Test.
method, the proponents were able to determine the acceptability of error the device and found out that the error are insignificant and are only due to the random errors. Thus the statistical method suggested that the error will not affect the accuracy and functionality of the system. The indicators were also tested if the microcontroller could be able to operate properly and all the trials were successful. Accuracy and precision of the proposed system were determined based on the several test that the proponents have conducted. For the accuracy of ultrasonic sensor and load cell, the percentage of error ranges from 0% to 1.97% and 0% to 0.87% respectively.
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Abstract
The purpose of this research is to develop a Solid Oxide Fuel Cell (SOFC) using a different set of materials integrating it on a small scale system designed by the proponents. A fuel cell can be easily compared to an ordinary battery for which they both provide electricity; however, it continuously generates electricity providing sufficient presence of its fuel. The proponents used copper and aluminum for the plates of the fuel cell module, and cement as the electrolyte. This study simultaneously explores the possibility of constructing a SOFC with different set materials, promotes green energy and the integration of different modules to create an application innovatively.
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1. Introduction

1.1 Background of the Study

In the last decades, air pollution became a common problem of countries all over the world. To address this problem, several researchers then proposed of means of reducing the pollution and prevent it if possible. The use of green energy was introduced; some are putting resources into wind vitality and sun based vitality, and in addition other renewable vitality, to minimize smoldering of fossil energizes, which causes overwhelming air contamination. In this instance, the proponents came up with an idea to create a system which will draw in the H₂S pollutant as the main fuel source and be converted into electrical energy through the use of a solid oxide fuel cell, which will be constructed out of easily available materials. The study aims to verify if the construction of Solid Oxide Fuel Cell for small scale system using Al and Cu is feasible,
and at the same time, the safety in the premises of the Mt. Makiling Mud Spring will be improve.

1.2 Problem Statement

The Mt. Makiling is an inactive volcano and is also a place for mountaineering. Tourists usually explore easy trail of mud spring where volcanic gasses like Hydrogen Sulfide (H\textsubscript{2}S) is coming out from the spring which is unsafe to human when too much was inhaled. Also, the mud spring is a dangerous area for the tourist to wander around especially at night.

In regards of this, the proponents carry out the study to address the following problems:

- Will the use of aluminum and copper as electrodes along with conductive concrete as electrolyte are possible for SOFC?
- Is SOFC feasible for small scale system?
- How will the SOFC be implemented to the Mt. Makiling Mud Spring?
- Will the SOFC be able to generate a usable voltage?
- How to integrate a booster module and a dark sensor module to the SOFC?

1.3 Objectives

The general objective is to construct Solid Oxide Fuel Cell using easily available materials Copper and Aluminum to generate electrical energy by feeding volcanic gases including H\textsubscript{2}S coming from Mt. Makiling Mud Spring.

Specifically, it aims:

- To fabricate the Anode electrode using Copper and the Cathode electrode using Aluminum and incorporate conductive concrete which will serve as the electrolyte for the device
- To generate an output voltage at least ranging from 0.7 V to 5V
- To store the generated electricity to a 5 V super capacitor
- To integrate booster module for amplification of generated voltage and a dark sensor module
- To integrate LED warning light for safety precaution during night

2. Methodology

2.1 Conceptual Framework

The study aims to design and construct a planar SOFC with alternative components and will be tested in the vicinity of Mt. Makiling Mud Spring. The proponents adapted the research process into a flow chart and IPO chart will be presented as a graphical presentation which may perhaps said the readers for better understanding of the study. Also the sequence of the system is represented in a block diagram.
2.2 System Block Diagram

As figure 2 shows, the system will start when the SOFC accumulate sufficient amount H$_2$S and then convert it into electricity. The generated voltage will be stored into supercapacitor then it will be amplified through a voltage booster. Next stage, through a dark sensor, if the illuminance level of the environment drops 10 lux or below (night darkness), the sensor will allow the current to flow otherwise the circuit is in ‘open’ state. When the dark sensor triggers, the LED will also be triggered.

2.3 Flow Chart
As shown in Figure 4, the input of the system will be the volcanic gas e.g. Hydrogen Sulfide (H₂S). H₂S will be fed into the SOFC which then will be process and undergo electrochemical conversion; hence there will be a potential difference between the electrodes. The generated voltage will be amplified by a booster circuit after being stored in a capacitor bank. And the amplified voltage will be used to light a LED which will serve as a warning device for hikers and other people venturing dangerous zone in Mt. Makiling Mud Spring.

3. Designs and Considerations

The proponents conducted this study predominantly intended to attain a set of objectives ministering to solve the stated problems. The study tails developmental scheme and was tested through experimental method. Set of experiments were conducted to fully understand the operating principle of the system. Data will be
presented in tables, figures and through theoretical computations. Also the results will be used to determine whether the study is feasible or not. The study followed the stages shown in the block diagram below.

![Research Process Block Diagram]

Figure 5. Research Process Block Diagram

Figure 5 shows the research process that the proponents used as the guide of developing a system regarding this study. It is the sequential steps depicting every content of this study.

3.1 System Design

The proponents designed and implemented the prototype to fit and workable in a small scale system. The designed system is presented through a schematic diagram below.

![Schematic Diagram of the System]

Figure 6. Schematic Diagram of the System

Figure 6 shows the schematic diagram of the system. The prototype will harness volcanic gasses from the Mud Spring, then by electrochemical conversion the plates will generate an electrical potential which will then be stored in a supercapacitor. The generated voltage will be boosted into 5 volts DC and be used to light the warning LEDs which are triggered on and off by a photo resistor.

3.2. Prototype Components

3.2.1. Plates

![SOFC Metal Plates]

Figure 7. SOFC Metal Plates

The SOFC is composed of terminal plate’s usually two different metals acting as anode and cathode part of the fuel cell. The proponents made use of alternative
materials instead of using the commercially available ones. For the anode part, the proponent used copper plates while for the cathode part aluminum plates were used. These materials were chosen primarily because of having a relatively high electron conductivity and thermal conductivity which are essential traits needed by the plates of a SOFC [1].

3.2.2. Electrolyte

![Figure 8. Conductive Concrete](image)

In SOFC, electrolyte is usually a dense layer of ceramic found between the plates. Electrolyte must be a material capable of handling compression stress and strong enough to shoulder the weights of the plates especially in stacks. Also, electrolyte requires good ionic conductivity and electronic conductivity must be kept low to prevent misfortunes from spillage current. In the development of the prototype, the proponents used a conductive concrete as the substitute electrolyte considering it had characteristics impart to that of the conventional material [2].

3.2.3. Supercapacitor

![Figure 9. Supercapacitor](image)

A supercapacitor also known as ultracapacitor is fundamentally a capacitor with a much higher capacitance value compare to an ordinary capacitor. Most supercapacitors were made using either an electric double-layer capacitance or an electrochemical pseudocapacitance or it could be the combination of both. Supercapacitor can store energy up to 10 times more than the value that an ordinary capacitor capable of storing. It is usually used in applications which requires prompt charge/discharge cycles without breaking or malfunctioning. The proponents, based on design, used two supercapacitor rated 500F~2.7V and are connected in series resulting to a 5.4V storage capacity. The supercapacitors are used to store the generated voltage coming from the plates, storing it until the energy will be fed into the load [3].
3.2.4. Voltage Booster

A voltage booster or converter is a circuit used to amplify or attenuate electrical energy from one value to another. It can also be in DC/DC, AC/AC, DC/AC and AC/DC. The conversion of the energy were done primarily to match the power input of the devices or base on its application. The researchers used a voltage booster circuit requiring a minimum input of 0.7 V then amplify it into 5V before being fed into the load side of the system. The output voltage is regulated and maintained at 5V [4].

3.2.5. Photoresistor

A photoresistor is a light sensitive device where the resistance decreases as the incident light intensity is increasing. The proponents used a light sensor that creates a yield signal showing the power of light by measuring the brilliant vitality that exists in an exceptionally limit scope of frequencies essentially called "light", and which ranges in recurrence from "Infra-red" to "Unmistakable" up to "Bright" light range. The sensor will trigger the LED when the illuminance of the environments drops to the design’s preset [5].

3.2.6. LED

Fig. 13 Light- Emitting Diode
A semi-conductor device such as light-emitting diode (LED) is capable of radiating light when its threshold voltage are met and current flows in it. In this study, the proponents used LEDs as the primary load and will serve as a warning lights. The LEDs are mounted in a warning signage telling hikers and campers passing through the Mud Spring to take caution while on site. The LEDs will be activated when the environment drops into a particular illuminance set by the sensor [6].

4. Results and Discussions

The research was done methodically as shown in the block diagram in the previous chapter (Figure 5). The results gathered will attest the workability of the system which will then be used as the primary basis of the study’s feasibility. The proponents used three variations in experimentation for comparable results. The gathered results are tabulated and presented below.

### Table 1: Single Module

<table>
<thead>
<tr>
<th>Module No.</th>
<th>Time of exposure</th>
<th>Voltage Measurement Before Exposure (V)</th>
<th>Voltage Measurement After Exposure (V)</th>
<th>Charge Rate Before Exposure (mV/sec)</th>
<th>Charge Rate After Exposure (mV/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30 mins</td>
<td>1.354</td>
<td>1.356</td>
<td>0</td>
<td>0.0508</td>
</tr>
<tr>
<td>2</td>
<td>30 mins</td>
<td>1.302</td>
<td>1.310</td>
<td>0</td>
<td>0.1333</td>
</tr>
<tr>
<td>3</td>
<td>30 mins</td>
<td>1.359</td>
<td>1.368</td>
<td>0</td>
<td>0.0333</td>
</tr>
</tbody>
</table>

Figure 14. Single Module Test

At first test, the three modules’ electric potential were measured individually before being exposed into the volcanic gasses. After 30 minutes of exposure, there is barely an increase of potential difference across the plates, however the charge rate increased from 0 mV/sec up to 0.1333 mV/sec.

### Table 2: Two Module in Series

<table>
<thead>
<tr>
<th>Module No.</th>
<th>Time of exposure</th>
<th>Voltage Measurement Before Exposure (V)</th>
<th>Voltage Measurement After Exposure (V)</th>
<th>Charge Rate Before Exposure (mV/sec)</th>
<th>Charge Rate After Exposure (mV/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 2</td>
<td>30 mins</td>
<td>2.264</td>
<td>2.270</td>
<td>0</td>
<td>0.0417</td>
</tr>
<tr>
<td>2 &amp; 3</td>
<td>30 mins</td>
<td>2.190</td>
<td>2.196</td>
<td>0</td>
<td>0.0392</td>
</tr>
<tr>
<td>1 &amp; 3</td>
<td>30 mins</td>
<td>2.720</td>
<td>2.726</td>
<td>0</td>
<td>0.0359</td>
</tr>
</tbody>
</table>
In the second test, two modules were connected in series. The voltages across the plates were measured before and after being exposed into the gasses. The total voltage in series is simply the algebraic sum of the voltages of modules connected in series. As seen in the results of the first test, two modules in series were also not capable of charging the supercapacitor before being exposed into the gasses. After 30 minutes of exposure, the plates were now capable of charging the supercapacitor.

### Table 3: Three Module in Series

<table>
<thead>
<tr>
<th>Module No.</th>
<th>Time of Exposure</th>
<th>Voltage Measurement Before Exposure (V)</th>
<th>Voltage Measurement After Exposure (V)</th>
<th>Charge Rate Before Exposure (mV/sec)</th>
<th>Charge Rate After Exposure (mV/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2 &amp; 3</td>
<td>30 minutes</td>
<td>4.05</td>
<td>4.12</td>
<td>0</td>
<td>0.0424</td>
</tr>
</tbody>
</table>

At the final test, three modules were connected in series. The total voltage coming from the plates is equal to 4.05V, approximately the algebraic sum of each potential difference of the plates. In this test, the plates were exposed for an hour. Yet again, the measured voltage after exposure just barely increased and the charge before exposure is equal to zero. From this, the proponents concluded that before exposure the plates were not capable of charging the supercapacitor because SOFC requires a relatively high temperature for it to function normally.

### 5. Conclusions

The main objective of the study was to determine whether the prototype is feasible or not. Hence, the proponents did a breakdown of the entire study and see if it achieve the objectives set prior to the development of the prototype. After developing the prototype and subjected it into different tests and conditions, the proponents came up with the following results and conclusions regarding the study.
Using aluminum and copper as electrodes along with conductive concrete as electrolyte for construction of SOFC was possible and is significantly more economical compared to the used of conventional materials.

The SOFC developed by the proponents was able to operate in the designed small scale system, thus the proponents concluded that the SOFC is feasible for electronic applications or any other systems alike with the set up.

The implementation of the system was set in Mt. Makiling Mud Spring. The fuel cell fed on through the volcanic gasses coming from the Mud Spring and used it as the fuel powering up the system.

The prototype was able to generate at least 0.7 V and the proponents successfully integrated the use of supercapacitor to store the generated voltage.

The proponents effectively implemented the use of a booster circuit which amplify the generated voltage into 5V and use it as the input source of the LEDs. The LEDs were being controlled by a phototransistor, activating them at the preset illuminance. The LEDs were used as warning lights for safety precaution around the selected area.

Seeing the results produced by the study, the proponents therefore concluded that the system is feasible and prompted to generate better results with few adjustments.

6. Recommendations

For further enhancement of the study, the proponents were prompted to formulate the following recommendations which could help the future researchers having the same or related topic.

For construction of the SOFC

- The plates should be porous enough to boost ionic conductivity and they should have a relatively high electron conductivity.
- The electrolyte should be relatively thin in thickness but strong enough to handle the mechanical stress it will be subjected to. Also electrolyte should have a good ionic conductivity and low electronic conductivity to reduce leakage currents.
- The terminals of the plates should be designed and placed or soldered well for more efficient transmission of energy and for measuring purposes.

For experimentation and data gathering

- Select a site or location which can provide an abundant source of gasses or fuel aimed to use.
- For better and accurate results, SOFC should be subjected directly into the fuel and the system should maintain a relatively high working temperature. A SOFC is more efficient at high temperature.
- Addition of test variations may be implemented for more comparable data and conclusive results.
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Abstract
Remote-switching controlling is one of the functions of home automation that provide better quality of life to people especially to the elderly and disabled. It incorporates brought together control of lighting, HVAC (warming, ventilation, and aerating and cooling), machines, security locks of entryways and entryways and different frameworks, to give enhanced accommodation, solace, vitality productivity and security [3]. It uses different technologies such as Infrared (IR), Bluetooth, Mobile telephony, Radio Frequency (RF), Internet, Dual Tone Multi Frequency (DTMF) and so forth. In this paper the proponents used two different technologies in order to provide a comparative analysis between telephone system and mobile telephony. Both systems use Arduino Mega 2560 as its microcontroller. The proponents conduct tests by having three modes of operation: telephone to telephone, mobile phone to telephone, and mobile phone to GSM. Both methods for controlling the gadget/s can be worked with the same procedure for the phone and cellular telephone has the same capacity. They just vary on how they contrast in transmitting the information. While in GSM module framework, the gadget/s can be controlled by utilizing SMS or messaging the GSM module to kill or on the gadget/s. The programming language used in this system is Cpp language. The proponents aim to evaluate the results of systems experimentation in Functionality, Reliability, and Efficiency. These experiments helped the proponents to determine which is the best mode and a system of communication.

Keywords: Remote switching controlling, Home automation, Arduino, Telephone System, Mobile
1. Introduction

1.1 Background of the Study

Oftentimes, individuals tend to forget or unplug electronic devices and/or appliances due to either lack of time or simply forgetting to turn them off, which sometimes causes a fire or conflagration. Because of this, intelligent home is developed and now becomes a trend in modern house concept.

According to Smart Homes Association, the best meaning of intelligent/smart home is the incorporation of innovation and administrations through home systems administration for a superior nature of living [1]. This concept started at the beginning of the 20th century. Smart home solace, security, vitality proficiency (low working expenses) and accommodation at all times to the home owners, whether someone’s home or not. This term is commonly used to define homes or residences that have electronic/electrical appliances and devices that can be remotely controlled by a time schedule, from any part of the room or house, from any location in the world [2]. This technology was created and innovated by the researchers as time passed by to give people a better life. Now, this technology is known as home automation.

Home automation refers to controlling of appliances, providing security and monitoring the house through a simple, yet powerful controller. It can provide better quality of life to people, especially to the elderly and disabled. It consists brought together control of lighting, HVAC (warming, ventilation, and cooling), machines, security locks of entryways and entryways and different frameworks, to give enhanced accommodation, solace, vitality productivity and security [3].

Remote-switching/controlling is one function of home automation. It uses different technologies such as Infrared (IR), Bluetooth, Mobile telephony, Radio Frequency (RF), Internet, Dual Tone Multi Frequency (DTMF) and so forth. However, these technologies have its own problems and issues in developing a remote – switching control system. Infrared radiation has limited operation commonly used in remote controls. It is a point – to – point operation [17]. Bluetooth can be used for a limited range and its energy usage is quite low. Radio frequency (RF) does not need line – of – sight to transmit data and can be used for long range communication. On the contrary, interference can occur during the transmission of data. RF can be used for Wi – Fi, WiMax, Near Field Communication (NFC), Radio Frequency Identification (RFID) and other system that uses RF signals [19]. Just like what the other researchers used, there is also the Internet. The internet can be used also as a medium to send data, information or commands not just for browsing. The problem with this type of technology is that it has security issues. There are vulnerability threats.

On the other hand, Dual Tone Multi Frequency or DTMF is widely used in telecommunication systems. It is a technique for teaching a phone exchanging arrangement of the phone number being dialed, or to issue summons in exchanging frameworks or related telephony gear [9]. DTMF has empowered the long separation motioning of dialed numbers in the voice recurrence range over phone lines. It dispensed with the need of telecom administrator between the guest and the advanced mechanized dialing on the phone exchanging focuses [10]. It is a tone dialing/signaling that is commonly used in telephony and each key on the telephone has an assigned
This tone is composed of two sine waves, the higher and lower frequency, of the assigned frequency. This individual frequency is assigned to design the frequency filters easily and to pass easily the telephone lines in which the maximum bandwidth will be extended from 300 Hz to 3.5 kHz. It is not designed for transferring data, but for controlling signals only. It will be possible to signal at a rate of around 10 beeps or 5 bytes per second with the use of standard decoders [11].

Also, mobile telephony is another wireless technology, which is primarily used in communications. It can connect one user to another user from around the globe effortlessly [12]. One of the protocols of mobile telephony is the Global System for Mobile communication (GSM) [13]. This technology can also be used for the remote switching application system. GSM is an open, computerized cell innovation that is utilized to transmit versatile voice and information services [14]. GSM SMS, short term for Short Messaging Service, is the process of exchanging short messages from and back to a mobile phone, fax machine and/or IP address over mobile or telephone network. Though cellular or mobile phones can make a phone call, GSM SMS is for text only. Messages should not contain any images or graphics and should have alpha-numeric characters not greater than 160. When the message is sent, Short Message Service Center (SMSC) will receive the message and will be sent it to the appropriate mobile device user [15]. If the mobile phone of the user is turned off, the recipient of the message will still receive the message as soon as he/she turned on his/her mobile phone.

The proponents of the study aim to compare the two modes of operation, the wired and wireless operation, in three phases as a remote – switching application system for intelligent home to switch on/off the home electronic devices and appliances using telephone and mobile telephony. Telephone line will be used as the medium of wired operation using DTMF technology and mobile telephony as the medium of wireless operation using GSM SMS technology. The proponents of this study chose to use DTMF because it is simpler, cheaper and can operate on longer distance range and GSM because it is more convenient, more secure, safer and can also operate on longer distance range unlike other technologies available [16][14].

1.2 Objectives

The focal objective of the study is to provide a comparative analysis of telephone system and mobile telephony in a remote switching application system.

This study aims to:

1. develop a remote switching system using DTMF signalling via telephone line and GSM SMS technology
2. switch electronic/electrical devices and/or appliances using DTMF signalling and GSM SMS technology
3. test the reliability, functionality and efficiency of the remote switching in three phases:
   a. Cellphone(transmitter) to GSM module(receiver) using SMS
   b. Telephone(transmitter) to Telephone(receiver) using DTMF
   c. Cellphone(transmitter) to Telephone(receiver) using DTMF
4. compare the modes of operation for the remote switching system

2. Methodology

2.1 Proposed System and Block Diagram

Figure 1. Block diagram of the remote switching system

Figure 1 illustrates the high-level block diagram of the remote switching system. In order to remotely switch the devices/appliances, there is a need for a remote controller which is in the form of a telephone or a mobile phone. This will enable the user to control the system from a distance place using DTMF signalling and sending an SMS message. For the DTMF signalling, the ring detector block intercepts the ringing signal coming from the telephone exchange as the call is received by the telephone. This block indicates the ringing of the telephone and will be fed to the microcontroller. The Arduino microcontroller will perform the counting of the ring/s. The relay, which is connected to the telephone will be triggered depending on the number of pre-configured rings. The triggering of the relay will bring the line in an off-hook condition. The line will now be connected to the remote controller and the line is now open to the transmission of the DTMF tones. The DTMF tones are fed to the DTMF decoder. These tones are analog signals which will be converted into digital form by the DTMF decoder. The output of this block will be fed to Arduino microcontroller for processing. This system has a main controller. It will perform the counting of the rings, checking of the PIN input, checking of the device/appliance status and the driving of the relay circuit. Using GSM, a SMS message which contains the PIN and the command from the user will be received by the GSM module and it will be fed up to the Arduino microcontroller for further processing. The GSM module can receive and send SMS message. The system is also composed of a latch circuit which is needed to determine the status of the loads connected to the relay circuit.

2.2 IPO Chart

Presented in the figure below is the IPO chart of the system.
The process of the system will be dependent on the type of electronic message that is going to be inputted. If the user chooses to control the devices by calling, the input to the system will be the DTMF signals, and if the user chooses to control the devices by through the GSM module the input will be an SMS message.

The DTMF pertains to the signals which will serve as the instruction parameter and the controlling signal of the system. These signals are produced from the dialled keypad and will be sent to the switching control system through the telephone lines. These inputs are received by the system with help of the DTMF decoder interfaced through the telephone lines. DTMF is received as analog signals, the purpose of the DTMF decoder is to convert these signals to digital form for compatible use in digital circuits. The outputs of the decoding process are in BCD form. Multiplexing will be required to convert these BCD outputs in a more suitable form for the utilization in the succeeding processes of the system. After the conversion of the digital signals, the next step is to process these digital signals so as to comply with the system requirements and specifications. The microcontroller will process these signals to confirm the PIN which is pre-configured by the developer. After the successful validation of the PIN, the process will go to the next stage, which is the selection of the device or appliance to be switched. The final process will involve driving of the designated relay pre-configured by developer of the system. As an output the device or appliance will switch to either of state or on state depending on the selected instruction of the user.

When the user opts to control the system through the GSM module, the user has to send an SMS message to the system. This message contains the PIN preconfigured by the developer of the system. Also, this message has the instruction for the selected device to be switched. This message will be received by the GSM module and will be sent to the microcontroller for processing. Depending on the message received and decoded by the GSM module, the commands will be done by the microcontroller as instructed. As an output the device or appliance will switch to either off state or on state depending on the selected instruction of the user.

2.3 Pseudocode

- Using DTMF
  1. Start
  2. Call home telephone
  3. Detect ringing signal
  4. Count ringing signal

Figure 2. IPO chart of switching control system
5. Does it ring once? If not, go to step 2. Otherwise,
6. Connect to line
7. Input pin
8. Is the pin correct? If no, go to step 7. Otherwise,
9. Input device code
10. Is selected device on? If no, go to step 11. Otherwise,
11. Is switching key pressed? If no, go to step 14. Otherwise,
12. Drive relay
13. Switch on/off device
14. End

- Using GSM
  1. Start
  2. Send SMS message to GSM module
  3. Decode message
  4. Send decoded message to μcontroller
  5. Is the PIN correct? If not, go to step 8. If yes,
  6. Drive relay
  7. Switch on/off
  8. Send SMS to user
  9. End

2.4 Flowchart

Below is the flow chart developed to guide in the development of the proposed system.

![Flowchart](image)

Figure 3. Process flowchart of the remote – switching system using DTMF signalling
Using DTMF signalling, the process of remote switching system will start from calling the telephone situated at home. After receiving the call from the remote section, the ringing signal is detected by the ring detector circuit. The numbers of rings are counted by the ring counter integrated to the ring detector circuit and after a ring the remote section will automatically connect the line. The user will send the 4-digit PIN using the touch pad of the phone. If the PIN is invalid, the user will input again the PIN until it has been validated. The user will now input the device code. After selecting the device, the user has an option to switch on/off the device using the switching key. If the switching key is pressed and the device is in the ON state, the device will switch to the OFF state, otherwise, the other way around.

Using GSM SMS technology, the process of switching system will start from sending a SMS message to the GSM module. The GSM module will decode the SMS message sent by the user. The decoded message will be sent to the microcontroller. If the PIN from the SMS message is invalid, a message is sent to the user saying that the PIN input is invalid. If the PIN is correct the process of remote switching will proceed. The microcontroller will now switch on or off the device chosen depending on the command of the user. After the device has been switched on or off, an SMS message containing the current status of the device will be sent to the user.

3. Results and Discussions

3.1. Project Description

The study entitled “Remote – Switching Application System for Intelligent Home: A Comparative Analysis of Telephone Line and Mobile Telephony” is a study comparing two transmission modes that are used to switch on and off a device/s. The system is composed of two subsystems: the DTMF decoder system and the GSM module system. The two subsystem were controlled by the Arduino Mega 2560 microcontroller. In DTMF decoder system, the device/s can be controlled through telephone – to – telephone and mobile phone – to – telephone. Both way of controlling
the device/s can be operated with the same process since the telephone and mobile phone has the same function. They only differ on how they differ in transmitting the data. While in GSM module system, the device/s can be controlled by using SMS or texting the GSM module to turn off/on the device/s. The programming language used in this system is C++ language.

### 3.2 Properties of the Project

The proponents deliberated and concluded the entire concept and design of the systems as it is developed. They premeditated and established the functionality of each system, all the details on how it will operate and the components to be used on each system’s preferences and features. These are all in compliance to the gathered information from the previous research studies and literatures.

The key feature of the system is its versatility as it is designed to be controlled by two different means; DTMF signalling and GSM SMS. To integrate the two different subsystems of the remote control system and to provide processing functions, Arduino Mega 2560 microcontroller was chosen by the proponents. It has been chosen over Arduino UNO microcontroller since the system needs to have more input/outputs pins to be interface with the subsystems of the remote-switching system. An Arduino compatible GSM shield is needed for the SMS-based remote-switching control. There are a number of GSM shields and modules available in the market and are ready to be interfaced with a number of microcontrollers and programmable integrated circuits, but not all are compatible with Arduino microcontrollers. The logic high of Arduino microcontrollers is 5V, therefore a GSM shield that works with the same specification is preferable to prevent damages to the GSM module/shield and for it to perform the necessary functions properly. The proponents chose e-Gizmo GSM/GPRS shield which satisfies the requirements of the designed system.

Using the remote-switching control system via DTMF signaling, there is a need for a ring detector circuit to notify the system that a call is present. The telephone ringing voltage is typically about 90-100 Vrms which is not advisable to be interfaced with a microcontroller, therefore a device which provides electrical isolation and is capable receiving such large amount of voltage is required to properly interface it to the microcontroller. An optocoupler is chosen to provide the ring detection of the telephone ringing signal.

Since the DTMF remote-switching control system receives commands through the DTMF tones generated by the user, a DTMF receiver/decoder is required to provide the decoding of these DTMF tones and provide an output to be fed to the microcontroller.

It necessary to put the line in an off-hook condition to be able to send the DTMF tones through the telephone line therefore an off-hook circuit is required. To mimic the lifting of the cradle of the telephone set, a relay module will be used to provide a loop and put the line in an off-hook condition and hold the line. Also these relays will be used to switch ON/OFF the devices by putting/cutting the current from the power grid.

### 3.3 Experiments
The testing of the system is divided into three phases designated for each modes of operation. Twenty-two (22) trials, 18 trials and 18 trials were conducted for mobile to GSM module operation, mobile phone to telephone and telephone to telephone respectively.

For the SMS-based application of the system, a mobile phone is used to send messages to the GSM module. The message contains the 4-digit PIN and the command as illustrated in Figure 19. The proponents observed the response of the system and the results are tabulated as shown in Table 4.

![Figure 5. SMS message sample](image)

Table 4. Results of the test using mobile phone to GSM module operation mode

<table>
<thead>
<tr>
<th>Trial</th>
<th>SMS Command</th>
<th>Device Number</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DEVICE10ON</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>2</td>
<td>DEVICE1OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>3</td>
<td>DEVICE2ON</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>4</td>
<td>DEVICE2OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>5</td>
<td>DEVICE3ON</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>6</td>
<td>DEVICE3OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>7</td>
<td>DEVICE4ON</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>8</td>
<td>DEVICE4OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>9</td>
<td>DEVICE5ON</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>10</td>
<td>DEVICE5OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>11</td>
<td>DEVICE6ON</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>12</td>
<td>DEVICE6OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>13</td>
<td>DEVICE7ON</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>14</td>
<td>DEVICE7OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>15</td>
<td>DEVICE8ON</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>16</td>
<td>DEVICE8OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>17</td>
<td>DEVICE9ON</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>18</td>
<td>DEVICE9OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>19</td>
<td>DEVICE100N</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>20</td>
<td>DEVICE10OFF</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>21</td>
<td>ONALL</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
<tr>
<td>22</td>
<td>OFFALL</td>
<td>1 2 3 4</td>
<td>CORRECT</td>
</tr>
</tbody>
</table>

The system is also tested using the DTMF signaling in the two remaining modes of operation. This includes the mobile phone to telephone operation and the telephone to telephone operation. To test the system using the said modes, the user inputs first the 4-digit PIN predefined in the program of the system and then the user presses # after each number desired number of device to be switched on and * after each number desired to be switched off. Shown in Figure 20 is the screenshot of the mobile phone used for the test. The same operation is done with the telephone to telephone operation.
mode except that the remote device is a telephone. Table 5 and 6 are the tabulated results of the test for the operation using DTMF signaling in two modes namely; mobile phone to telephone and telephone to telephone respectively.

Figure 20. Screenshot of the mobile phone used for the test using DTMF signaling

Table 5. Results of the test using mobile phone to telephone operation mode

<table>
<thead>
<tr>
<th>Trial</th>
<th>Keys Pressed</th>
<th>Device Number</th>
<th>REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1#</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>2</td>
<td>1*</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>3</td>
<td>2#</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>4</td>
<td>2*</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>5</td>
<td>3#</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>6</td>
<td>3*</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>7</td>
<td>4#</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>8</td>
<td>4*</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>9</td>
<td>5#</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>10</td>
<td>5*</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>11</td>
<td>6#</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>12</td>
<td>6*</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>13</td>
<td>7#</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>14</td>
<td>7*</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>15</td>
<td>8#</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>16</td>
<td>8*</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>17</td>
<td>9#</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
<tr>
<td>18</td>
<td>9*</td>
<td>1  2  3  4  5</td>
<td>CORRECT</td>
</tr>
</tbody>
</table>
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Table 6. Results of the test using telephone to telephone operation mode

<table>
<thead>
<tr>
<th>Trial</th>
<th>Keys Pressed</th>
<th>Device Number</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1#</td>
<td>1, 2, 4, 5, 6, 7, 9, 10</td>
<td>CORRECT</td>
</tr>
<tr>
<td>2</td>
<td>1*</td>
<td>3, 5, 7, 8, 9</td>
<td>CORRECT</td>
</tr>
<tr>
<td>3</td>
<td>2#</td>
<td>1, 2, 4, 5, 6, 7, 9, 10</td>
<td>CORRECT</td>
</tr>
<tr>
<td>4</td>
<td>2*</td>
<td>3, 5, 7, 8, 9</td>
<td>CORRECT</td>
</tr>
<tr>
<td>5</td>
<td>3#</td>
<td>1, 2, 4, 5, 6, 7, 9, 10</td>
<td>CORRECT</td>
</tr>
<tr>
<td>6</td>
<td>3*</td>
<td>3, 5, 7, 8, 9</td>
<td>CORRECT</td>
</tr>
<tr>
<td>7</td>
<td>4#</td>
<td>1, 2, 4, 5, 6, 7, 9, 10</td>
<td>CORRECT</td>
</tr>
<tr>
<td>8</td>
<td>4*</td>
<td>3, 5, 7, 8, 9</td>
<td>CORRECT</td>
</tr>
<tr>
<td>9</td>
<td>5#</td>
<td>1, 2, 4, 5, 6, 7, 9, 10</td>
<td>CORRECT</td>
</tr>
<tr>
<td>10</td>
<td>5*</td>
<td>3, 5, 7, 8, 9</td>
<td>CORRECT</td>
</tr>
<tr>
<td>11</td>
<td>6#</td>
<td>1, 2, 4, 5, 6, 7, 9, 10</td>
<td>CORRECT</td>
</tr>
<tr>
<td>12</td>
<td>6*</td>
<td>3, 5, 7, 8, 9</td>
<td>CORRECT</td>
</tr>
<tr>
<td>13</td>
<td>7#</td>
<td>1, 2, 4, 5, 6, 7, 9, 10</td>
<td>CORRECT</td>
</tr>
<tr>
<td>14</td>
<td>7*</td>
<td>3, 5, 7, 8, 9</td>
<td>CORRECT</td>
</tr>
<tr>
<td>15</td>
<td>8#</td>
<td>1, 2, 4, 5, 6, 7, 9, 10</td>
<td>CORRECT</td>
</tr>
<tr>
<td>16</td>
<td>8*</td>
<td>3, 5, 7, 8, 9</td>
<td>CORRECT</td>
</tr>
<tr>
<td>17</td>
<td>9#</td>
<td>1, 2, 4, 5, 6, 7, 9, 10</td>
<td>CORRECT</td>
</tr>
<tr>
<td>18</td>
<td>9*</td>
<td>3, 5, 7, 8, 9</td>
<td>CORRECT</td>
</tr>
</tbody>
</table>

Tables 4, 5 and 6 show the results of the test conducted to evaluate the functionality of the system.

4. Conclusion

A remote switching application using two modes of transmission was developed in this study. This system has two subsystems which compares two modes of operation in three ways of switching on and off a device/s. The first system is composed of DTMF decoder which will be used to get the desired outcome for the wired transmission and the other system is composed of GSM module which will be used to get the desired outcome for the wireless transmission. It was compared based on how efficient, reliable and fast the system responds to the command/s of the user. The test of functionality depends on the response of the system with respect to its function. Since its function is to control the device/s, the test will be based if the system will control the device/s or not. The statistical treatment that was used by the proponents is the percentage error for each mode. The reliability of the system will be based to the response time of each mode of operation. The delay for each mode is observed by the time it takes for one operation of a device to complete whether turning on or turning the device. The statistical treatment that was used in this test is the percentage relative standard deviation for each samples. The efficiency of the system will be evaluated based on the outcomes on the test of reliability. The mode with the fastest response will be the basis for comparison of the efficiency of the remaining modes of operation.

Based on the results of the series of test conducted by the proponents, the three ways of controlling the device/s are capable of switching on and off each device, therefore, the system is fully functional. The response time for each mode is graphically represented and each response varies and from the graph, a little difference from one response from the other can be observed. Though the response of each system varies, the system is still considered reliable. From the average response time of each mode, the average speed of response of each mode is gained and is then graphically...
represented. Through this, the difference on each mode can be observed instantly and can be inferred that the telephone to telephone operation is the most efficient among the other two modes based on the response time of the system.
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Abstract
A Data Management System of an FLC-Based Temperature Monitoring for Air Conditioning Units that allows the user to monitor the temperature condition of a room was designed and developed in this study. This study is divided in two parts; the software and the hardware. In hardware, the proponents use a microcontroller and a temperature sensor. On the other hand, in software, parts include all the programming languages like Arduino IDE, MatLab Fuzzy Logic Toolbox and Visual Basic. Net. Moreover, the proponents used the Sugeno-style of fuzzy inference system and triangular membership functions. The element to be considered for monitoring includes the temperature and humidity for air parameters. The parameters for the temperature is categorized as Very Cold (VC), Cold (C), Normal (N), Hot (H) and Very Hot (VH) while for the parameters of the humidity are categorized as Very Good (VG), Good (G), Fair (F), Poor (P) and Very Poor (VP). On the other hand, the output parameters are categorized as a Highly Acceptable (HA), Acceptable (A), Just Acceptable (JA), Not Acceptable (NA) and Highly Not Acceptable (HNA). The proponents will validate and verify the results using the MatLab Fuzzy Logic Toolbox and this study will be simulated purely mathematical.

Keywords: Temperature Sensor, Arduino, Fuzzy logic, Sugeno Style, MatLab Fuzzy Logic Toolbox.

1. Introduction

Fuzzy logic essentially utilizes a rational and choice system which does not have certain limits like human rational. The reasoning of approximation is the main focus of fuzzy logic rather than precise and fixed. In the system of Fuzzy Logic Control (FLC), comprehensive model of knowledge is not a requirement unlike the other control
systems. On the other hand, FLC system is a simple to develop that can be easily executed in a standard computer [1] [2].

Air conditioning systems are one of the important parts of almost every establishment. But they contribute to the large part of the total energy consumption. Based on some studies, the majority of energy use in buildings is associated with the Heating, Ventilation, and Air-Conditioning systems, that contribute a total of 50% energy consumption [3]. Therefore, it indicates that the consumption of air conditioning system sets a major demand on the nation’s electrical power consumption wherein most of the units are operating in heavy load. When the user uses the air conditioning system, a lot of energy is wasted that will cause to an energy shortage because heating and cooling devices have the maximum power intake. [4]

According to ASHRAE Standard 55-2010, the recommended indoor temperature is typically ranges from 20 °C to 26 °C and the recommended level of indoor humidity is ranges from 30% to 60% in air conditioned establishments. When the temperature and humidity exceed the normal, comfortable indoor environment, it can cause to the negatively impact air quality and harmful to health. [5]

The main purpose of this system is to reduce the temperature oscillations and to monitor the humidity of the room by using the MatLab Fuzzy Logic Toolbox. This proposed design work of data management system of an FLC based temperature monitoring for air conditioning units is the application of fuzzy logic control system consisting different input variables. In order to assure the functionality of the system, it is essential to precisely and correctly detect the temperature and the humidity of a certain room to assure human comfort. The measurement basis for the temperature is Celsius (°C) and for the humidity measurement unit of air conditioning system is a percentage (%). Moreover, the sensors of the systems have the combination of the temperature and humidity sensing capability. In which, the temperature and the humidity information response through sensors and the receiver will store the data into the database. The fuzzy logic control mechanism would acquire the data in the database and compare the temperature and humidity parameters requested by the user and calculate the membership function.

In this study, the proponents will use the theories and principles of fuzzy logic in order to monitor the temperature and humidity based on the parameters. The element to be considered for monitoring includes the temperature and humidity for air parameters. The parameters for the temperature are categorized as Very Cold (VC), Cold (C), Normal (N), Hot (H) and Very Hot (VH) while for the parameters of the humidity is categorized as Very Good (VG), Good (G), Fair (F), Poor (P) and Very Poor (VP). On the other hand, the output parameters are categorized as a Highly Acceptable (HA), Acceptable (A), Just Acceptable (JA), Not Acceptable (NA) and Highly Not Acceptable (HNA).

The proponents preferred to use the Sugeno-style of fuzzy inference system. In terms of the input and output parameters, the proponents will use the triangular membership function. The proponents will validate and verify the results using the MatLab Fuzzy Logic Toolbox and this study will be simulated purely mathematical.
1.1. Objectives

The general objective of the study is to design and develop a system that is capable of monitoring the temperature of the air conditioning system.

Further objectives are specified as follows:
A. To set the normal temperature that is highly recommended for humans in the room/laboratories.
B. To perform test procedures to determine whether the prototype is operating in its optimum operating condition.
C. To determine the parameters of the temperature monitoring system will meet the standard requirements using Fuzzy – Logic MatLab Toolbox Kit.

2. Methodology

2.1. MATLAB Programming Platform

MATLAB is one application that has a high-performance language for technical computing. It can be used for computing, visualizing, and programming an easy-to-use environment where the user can solve the problems easily, fast and legible. It is an intelligent framework whose fundamental information component is an exhibit that doesn't require dimensioning. It is good at solving matrix, vectors or even a fraction to make the results simpler and accurate.

• Fuzzy Logic Toolbox

The fuzzy logic toolbox is capable of analyzing, designing and simulating the systems providing the functions, apps, and a Simulink block based on fuzzy logic. The function of the toolbox is to guide everyone through the procedures of designing fuzzy inference systems. Functions are provided for many common methods, including fuzzy clustering and adaptive Neuro-fuzzy learning.

The toolbox lets you model complex system behaviors using simple logic rules, and then implements these rules in a fuzzy inference system. You can use it as a stand-alone fuzzy inference engine. Alternatively, you can use fuzzy inference blocks in Simulink and simulate the fuzzy systems within a comprehensive model of the entire dynamic system.

2.2 Block Diagram

Figure 1. System Block Diagram
The Figure 1 depicts the process or the flow of the entire system. Using MatLab Fuzzy logic Toolbox, inputs that are from the temperature and humidity sensor are initialized in the fuzzy inference system to formulate a fuzzy logic rules. Then, the input will be sent to the Microcontroller, which is the brain of the system. Then the output of the system will be displayed in an LCD display with corresponding alarm, notification message and LEDs will be turned on with the corresponding temperature and humidity.

2.3 IPO Chart

<table>
<thead>
<tr>
<th>INPUT</th>
<th>PROCESS</th>
<th>OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; Hardware knowledge in Arduino Microcontroller and DHT11 Temperature and Humidity Sensor.</td>
<td>&gt; Planning</td>
<td>Temperature Monitoring System</td>
</tr>
<tr>
<td>&gt; Software knowledge in Arduino IDE, MATLAB Fuzzy Logic Toolbox and Visual Basic.Net</td>
<td>&gt; Brainstorming</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; Analysis of the Study</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; Design and development of the Study</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; Testing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; Improvement of the system.</td>
<td></td>
</tr>
</tbody>
</table>

In order for the study to meet the requirements, the proponents had to have enough knowledge regarding with the Arduino Microcontroller and DHT11 for hardware and Arduino IDE, Visual Basic.Net and MatLab Fuzzy Logic Toolbox for the Software.

In the process of the system, planning is the first step to know the flow of the system. In terms of gathering and collecting data, brainstorming is one of the easiest way in order to have enough and valid data. Having also the brainstorming, the proponents were able to research about the study and analyzed every detail that can be used in the study. Then, it will follow by the designing and developing of the hardware and software part of the system. After that, several tests will be conducted in order to test the accuracy, reliability and especially the functionality of the system. By finishing all the requirements, the output of the study is equivalent to the outcome of the input and process of the study that were able to come up and create a Temperature Monitoring system.

3. Results and Discussion

3.1 Project Description

Data Management System of an FLC-Based Temperature Monitoring for Air Conditioning Units that will assess the environmental factors like temperature and humidity that will provide comfortable environment levels in terms of cooling and optimized electricity consumption. This system will monitor and control the temperature of a room. Once the system detects that the temperature reaches the given range, the system will trigger and will send a notification pop-up message to the control panel and will display on a monitor or LCD. With the use of Fuzzy logic the systems were able to determine its range of limitation and calculation of where it will notify the
status of the temperature and humidity. The system will use Visual Basic.Net programming language as the GUI (Graphical User Interface) of the system.

3.2 Tools and Methodologies of the System

3.2.1 Software

![Figure 2. FIS Editor](image)

![Figure 3. Temperature Parameters](image)
Figure 4. Relative Humidity Parameters

Figure 5. Membership Function Editor (Crisp Output)

Figure 6. Fuzzy Rule Editor
In Figure 2 depicts the FIS Editor which consists of the inputs and the output. Inputs include the temperature and relative humidity which is illustrated in Figure 3 and Figure 4. For the temperature, it is classified into five linguistic classes: Very Cool (0-10°C), Cool (9°C – 21°C), and Normal (20°C – 26°C), Hot (25°C - 37°C) and Very Hot (36°C - 50°C). On the other hand, relative humidity is also classified into five linguistic classes: Very Low (0% - 16%), Low (15% - 31%), Normal (30% - 60%), High (59% - 79%) and Very High (78% - 100%). In Figure 5, the crisp output is shown in the membership function editor and it is the output or the crisp output for the fuzzy logic system which is classified into five linguistic classes; Highly Acceptable, Acceptable, Just Acceptable, Not Acceptable and Highly Not Acceptable. Figure 6 illustrates the fuzzy rule editor for the temperature monitoring system. On the other hand, the graphical illustration of the rules is shown in the Figure 7. The graphical illustration of the rules is elicited in Figure 8 which also includes the surface view of the temperature monitoring system with temperature parameters in the x-axis, relative humidity in y-axis and output in z-axis.
3.2.2 Hardware

Figure 9 shows the hardware or the prototype of the system. The hardware is designed to monitor the temperature and the humidity through the use of the Arduino microcontroller and the temperature and humidity sensor. Once the system detects that the temperature reaches the set point of a parameter, the system will trigger and will send a notification message and will display in a monitor or LCD. Furthermore, a LED lights is used as an indicator whether the temperature is cold, hot or in normal temperature. When the temperature is higher than the normal temperature then RED Led lights will turn on, otherwise a BLUE Led lights will turn on when it is below the normal temperature and basically when the temperature is in normal temperature then a YELLOW Led lights will turn on. Moreover, with the application of fuzzy logic, the systems were able to determine its range of limitation and calculation of the temperature and relative humidity.

4. Experiments and Analysis of Results

In Table 6 shows the findings in Testing 1 of temperature monitoring system from 10:00am to 1:30pm with 20-30 approximate numbers of people. The testing was held in laboratory room Computer Laboratory 4 in Lyceum of the Philippines University-Laguna. Each color represents different room position to maximize the reliability of the results. Moreover, the membership function retains the condition as “Normal” with the temperature ranges from 21 °C to 23 °C and a value of relative humidity ranges from 39 % to 42 %. Linguistic classification based on crisp output retains the reading of “Just Acceptable” on the entire testing.
Table 2. Tabulated Data of Testing 1 at the Computer Laboratory 4 of LPU-Laguna

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Temperature</th>
<th>Humidity</th>
<th>Membership Function</th>
<th>City Output</th>
<th>Linguistic Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>15/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>41</td>
<td>1</td>
<td>2.94</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>16/05/16</td>
<td>11:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>17/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>18/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>19/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>20/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>21/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>22/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
</tbody>
</table>

Table 3. Tabulated Data of Testing 2 at the Computer Laboratory 4 of LPU-Laguna

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Temperature</th>
<th>Humidity</th>
<th>Membership Function</th>
<th>City Output</th>
<th>Linguistic Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>15/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.94</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>16/05/16</td>
<td>11:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>17/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>18/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>19/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>20/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>21/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
<tr>
<td>22/05/16</td>
<td>09:00 AM</td>
<td>22</td>
<td>40</td>
<td>1</td>
<td>2.97</td>
<td>Just Acceptable</td>
</tr>
</tbody>
</table>
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In table 3, the testing was held on the same time in same room CL4 with less number of people as compared to testing. The reading of membership function based on the value of temperature is said to be “Cold” because the number of people is considered as factor on detecting the value of temperature. Furthermore, the temperature reading ranges from 18 °C - 25 °C while the humidity ranges from 41% – 55% considering all the linguistic classification is labeled as “Just Acceptable”.

5. Conclusion

Upon doing the research, the proponents came up with the parameters with Very Hot, Hot, Normal, Cold and Very Cold with the help of ASHRAE standard. Those parameters are used for MatLab Fuzzy Logic toolbox for determining the temperature condition. The proponents also are able to verify that the number of people or the volume of the object in a specific room can be a huge factor on detecting the temperature and humidity. The position of the sensor is quite sensitive for the detection of temperature because of air conditioning unit’s location. Also they were able to realize that the relative humidity is more visible on the outside part of the room, specifically on the windows because of sudden change in temperature. The system is proved to be reliable and accurate based on the several test conducted by the proponents. After the development of software and hardware components of the system. The proponents have the opportunity to test the system’s functionality and accuracy. After dealing with series of testing, the system’s functionality is proven capable monitoring temperature in a specific room.

6. Recommendations

The proponents recommend to the future researchers the followings:

1. Future researchers can use a larger scale of rules and membership functions.
2. In this study the proponents use the Sugeno style of FIS; future researchers can use the Mamdani Inference method instead.
3. Use other computational intelligence and implement it using a microcontroller.
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Abstract
This study provides a distinctive approach in assessing the integrity of a grounding system for it uses an advanced technique by constructing an equipment that is capable of determining the integrity of the grounding system of an institutional building. In this study, the proponents make use of the concepts of fuzzy logic in the assessment of the ground grid integrity test of LPU-L SHL bldg. It can be classify as Highly Acceptable (HA), Considerably Acceptable (CA), Just Acceptable (JA), Poor (P) and Critical (C). The input parameters include grounding conductor (conductivity), earth resistivity (Ω-oC) and grounding electrode (Ω-mm). The parameters in the model are acquired through the use of standards prescribed by the Philippine Electrical Code (PEC) and the Institute of Electrical and Electronics Engineering (IEEE). This study aims to provide a mathematical model to assess the integrity of the grounding system of the SHL bldg., design a fuzzy-based system, simulate and verify the effectiveness of the results. The proponents preferred to use the triangular membership functions and Sugeno-style of fuzzy inference systems.

Keywords: fuzzy logic; ground grid integrity; Sugeno-style; Matlab Fuzzy Logic Toolbox

1. Introduction

The effectiveness of Electrical system design and wiring of an institutional building depends on the reliability of its components. This includes proper functions of protective devices (such as fuses, circuit breakers and contactors for motors), proper insulation of conductors and also its grounding system. There are drawbacks and issues in electrical safety. This includes but not limited to electrical ground faults, short circuit
currents, lightning and other transients often do occur in an institutional building. In this regard, issues of electrical safety when servicing electrical equipment has acquired growing importance. By establishing the new principles and methods of protection, taking into account advances in science and practice of electrical safety are only some of the ways to improve electrical safety conditions [1].

A properly designed, installed and maintained grounding system is very important for a safe and effective electrical system in an institution. The most important reason for effective grounding is to protect people. Second, is to include protection of structures and equipment for unintentional contact with energized lines. This also ensures the maximum safety for electrical system faults [1].

It is important to keep in mind that the requirements contained in the Institute of Electronics and Electrical Engineers (IEEE) codes or any codes that can be used as a standard for electrical system design constitute minimum electrical installation requirements. These minimum requirements cannot ensure that the equipment will perform satisfactorily. For this reason, electrical practitioners often require additional grounding components. One of these consists of a copper conductor that is directly connected to earth and installed in the perimeter of the building. The steel building columns and some non-current carrying metallic frame of electrical equipment or some electrical part of the system are connected to this copper conductor to complete the grounding system [2].

There are many factors in determining the overall integrity of the grounding system. The voltage drop, resistance and the continuity and the earth resistance can significantly impact the overall resistance of the grounding system. The moisture content, mineral content, soil type, soil contaminants and any other related factors determine the overall resistivity of the earth. To properly design a grounding system, the earth resistivity must be measured and also must be in a good condition to establish a low resistive grounding [1].

The testing and evaluation of the integrity of the grounding system to determine its actual condition is the first step in the process to correct problems. The study is focused on creation of a new approach towards establishing condition monitoring for grounding integrity. Considerable benefits such as time and labor reduction for the grounding devices investigation with increase of accuracy of failures location can be achieved by using this proposed technique.

Lyceum of the Philippines University – Laguna (LPU-L) itself consists of high voltage apparatus, switchgear equipment and any other equipment that involves electricity. It is necessary to hand over normal and safe operating condition to all people inside the institution. In due course, it is important for LPU-L to provide an effective and reliable grounding system. One reason for increased risk during electrical fault or short circuit condition is due to ineffective integrity of the grounding devices.

In this study, the proponents will use the concepts and principles of fuzzy logic in simulation of the ground grid integrity test. The factors and parameters to be considered for classifying the integrity of the grounding system include the grounding conductor (conductivity), earth resistance (Ω-°C) and the grounding electrode (Ω-mm).
The parameters will be categorized as Very Good (VG), Good (G), Satisfactory (S), Poor (P) and Critical (C). The proponents will use triangular membership functions for its input and output parameters and it would employ the Sugeno style of fuzzy inference system. The proponents would verify the results using Matlab Fuzzy Logic Toolbox and it will be compared to derived formulas in Excel. This study will be simulated purely mathematical.

1.3. Objectives of the Study

The prime objective of this study is to design and develop an equipment that is capable of determining the integrity of the electrical grounding system of Lyceum of the Philippines – Laguna, Sotero H. Laurel Culinary Arts Building and clearly identifies the weak points and discontinuities.

Specifically, this study aims to:

a) Understand the importance of a grounding system and how it affects the electrical system of an institutional building,

b) Design and develop an equipment that will measure the grounding conductor resistance, grounding electrode resistance and earth resistance

c) Assess using Fuzzy – Logic MatLab Toolbox Kit that the installation and the parameters of the grounding system will meet the basic requirement of the National Electrical Code, Philippine Electrical Code and IEEE Code.

2. Review of Related Literature

The proponents gathered several references that provided them with different ideas, thoughts and knowledge for developing the ground grid integrity test. By these studies, the proponents managed to come up with a concrete knowledge of developing new ideas that will contribute well to the study.
Table 1. Tabular Charts of Related Studies

<table>
<thead>
<tr>
<th>Title</th>
<th>Description</th>
<th>Hardware</th>
<th>Software Used</th>
<th>Test Method Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Grid Integrity</td>
<td>The article tackles about the testing of the integrity of the ground grid through resistance test and how it is being done.</td>
<td>Grid Tester that is capable of injecting high current</td>
<td>N/A</td>
<td>Resistance Test</td>
</tr>
<tr>
<td>Importance of High Voltage Fault Current</td>
<td>The paper describes the impact of having a high speed fault clearing of protective devices</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Fuzzy Logic Control of Water Quality Monitoring and Surveillance for Aquaculture Infrastructure in Taal Lake</td>
<td>The paper shows how the fuzzy logic can be used in assessing the quality of water in Taal Lake. The proposed system was implemented using Matlab, Fuzzy Logic toolbox, and Excel VBA macro program.</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Substation Grounding</td>
<td>The paper describes the appropriate design of substation grounding.</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Investigating Grounding Network Integrity Based on New Current Injection Method</td>
<td>This paper shows a method that can be used in testing the ground grid integrity through injecting high amount of current.</td>
<td>Current Injection Generator through the use of Op-Amp (OPA 374)</td>
<td>N/A</td>
<td>Current Injection Method</td>
</tr>
<tr>
<td>Analysis of a Steel Grounding System</td>
<td>In this paper a thorough analysis of the performance of a large grounding system made of steel instead of copper conductors buried in a low soil resistivity was discussed.</td>
<td>Steel Conductors</td>
<td>N/A</td>
<td>Fail-or-Potential Method</td>
</tr>
<tr>
<td>Application of Electromagnetic Field Theory to Measure Correct Grounding System Impedance</td>
<td>The paper shows a technique in measuring the ground impedances that minimizes the effects of inductive coupling, conductive coupling and power line grounding.</td>
<td>N/A</td>
<td>HFREQ</td>
<td>Fail-or-Potential Method</td>
</tr>
<tr>
<td>Mathematical Modeling for Assessing Integrity of Power Systems Grounding Devices</td>
<td>This paper introduces a new technique to monitor the operating conditions of a grounding device of high voltage equipment and systems without any digging and forced testing through evaluation of the magnetic field distribution along the current carrying horizontal element when it has been determined.</td>
<td>N/A</td>
<td>N/A</td>
<td>Mathematical Modeling through the use of the principles of Basic Vector Law</td>
</tr>
<tr>
<td>Substation Ground Grid Continuity D.C. High Current Test Method</td>
<td>This paper introduces a method of testing the ground grid through the use DC high current test method by injecting a 1000 amperes DC through the ground grid and measuring the voltage drop.</td>
<td>Current Injection Generator</td>
<td>DC high Current Test</td>
<td></td>
</tr>
<tr>
<td>Ground Grid Integrity testing Using Meshr Model GTS-500 as Implemented by the National Grid Commission of the Philippines</td>
<td>This paper describes the theory of operation and process of testing the transmission substation ground grid and system by NOOP through the use of Meshr Model GTS-500.</td>
<td>Meshr Model GTS-500</td>
<td>N/A</td>
<td>Injection of a substantial amount of current</td>
</tr>
</tbody>
</table>

2.1. Synthesis

Based on the review of related literature, it can be summarized that ground grid integrity test is vital in maintaining the effectiveness and reliability of the grounding system. The principles behind the operation of grounding system and how it affects the overall performance of an electrical system were discussed. In order to maintain an effective grounding system, an assessment of its integrity should be done to ensure that it can still operate properly especially upon the occurrence of a fault or short circuit.
Therefore, testing and assessing the ground grid integrity was made possible through several ways. This can be seen above in which different techniques was employed. Injecting AC inputs were usually done in testing the integrity of the grounding system. Technology has a big impact in the modernization of ground grid integrity testing methods. Advanced electronics, programmable equipment and computer simulation techniques became a trend in today’s era as they have more precise measurements and results rather than the usual methods which require much data inputs.

Table 1 below tabulates the comparison of related literature on the basis of the following parameters: a.) Description of the study, b.) Hardware, c.) Software Used. D.) Test of Method Used.

It can be seen that the test of the grounding integrity is usually done in a substation. For this reason, the proponents decided to conduct the test in an institutional building since it is not yet been established in a structure outside the substation. In addition, the proponents will design an equipment that will test the grounding for the given research area using point-to-point method. It is also proved that this is the first time to test the integrity of the grounding system of an institutional building. Also, the proponents decided to use MatLab Fuzzy Logic Toolbox Kit for the Assessment of the integrity of the grounding system.

### 3. Fuzzy Rule Based System

There are fuzzy rules constructed to assess the integrity of the grounding system such as Highly Acceptable (HA), Considerably Acceptable (CA), Just Acceptable (JA), Poor (P) and Critical (C).

A hierarchical structure was constructed for the simulation of the grounding system, Refer to figure 3.1. The second level characterizes the grounding conductor integrity, earth resistance and the grounding electrode to obtain an acceptable grounding system for monitoring and surveillance purposes. The last hierarchical level characterizes the integrity of the grounding system. The following are the sample rules stored at three different hierarchical levels of structure:

1. If the Grounding Conductor Resistance is<poor> and the Earth Resistance is<very good> the Grounding Electrode Resistance is<good>  
   \textbf{Then the Ground Grid Integrity is<JA>}

2. If the Grounding Conductor Resistance is<good> and the Earth Resistance is<very good> the Grounding Electrode Resistance is<very good>  
   \textbf{Then the Ground Grid Integrity is<CA>}

3. If the Grounding Conductor Resistance is<critical> and the Earth Resistance is<poor> the Grounding Electrode Resistance is<good>  
   \textbf{Then the Ground Grid Integrity is<P>}
The proponents have used the basic process of designing the fuzzy logic for the assessment of the integrity of the grounding system as shown in Figure 2. The process consists of five steps. For the first process involving the formulation of the problem the inputs to the fuzzy controller are the Grounding Conductor Resistance, Earth Resistance and the Grounding Electrode Resistance. The variable is scored and sent to the ground grid integrity assessment. The preceding step is by selecting the fuzzy inference rule. This method relies on by trial and error. The inference rule is selected based on the degree of match. The input values are averaged to fit linguistic terms. The proponents used triangular function in defining membership function. In this step involves determining the position and the shapes of the membership function as the factors in determining the performance of the fuzzy logic. The next is by performing fuzzy inference based on inference method. In this method the efficiency of the final control surface is determined by the inference and defuzzification methods. Lastly is by selecting a defuzzification method to assess the integrity of the grounding system. In this case, defuzzification is done by calculating the center of gravity and the output is produced through averaging technique.

In this study the proponents used Sugeno style over Mamdami method because of only those constant values will vary unlike in Mamdami method the membership functions will also varied. Therefore Mamdami method will be more complicated than the Sugeno Style.
4. Research Process

In chase of a successful upshot of this study, developmental method was employed by the proponents as their basis of their procedures which predominantly intend to achieve the set of objectives to solve the stated problems. Aforementioned to the system’s advancement, this study also comprise of the design of the system, where planning, problem definition and setting up of the objectives were involved.

The study also comprises of the testing and valuation of the system as the proponents used experimental method in testing the system’s operation. Set of experiments were conducted to tabulate successful and abortive results. To depict the system development life cycle, the proponents have used flowcharts and block diagrams to clearly understand the process.

The design of the entire system goes behind the procedures below:

Figure 3. Research Process Block Diagram

Figure 3 shows the sequential process of the system. It depicts the system’s developmental process which serves as a guide by the proponents in putting up the project.

4.1 Prototype Components

- Power Inverter

Power inverter is an electrical device that converts direct current (DC) to alternating current (AC). The circuit main components comprise of a 12V/12Ah dc source which will serve as the main power source of the system, two 2N3055 NPN transistors that act as the switching part and connected in a push-pull configuration which will generate a square wave that will be fed in the step up transformer to amplify the voltage.
• **Arduino Microcontroller**

![Arduino Microcontroller image]

Arduino Microcontroller is an open-source physical computing platform based on a simple microcontroller board, and a development environment for writing software for the board. It will serve as the brain of the system for it manipulates and executes the algorithm and converts the measured analog input into its equivalent digital output.

• **Voltage Divider Circuit**

![Voltage Divider Circuit image]

The voltage divider circuit will serve as the circuit for measuring the resistance of the given parameters using voltage divider theorem and the equations below:

\[
V_{\text{Arduino}} = \frac{R_1}{R_1 + R_{\text{parameter}}} \times E_{\text{source}} \quad \text{Eq. 1}
\]

\[
(V_{\text{Arduino}})(R_1 + R_{\text{parameter}}) = R_1E_{\text{source}}
\]

\[
V_{\text{Arduino}}R_1 + V_{\text{Arduino}}R_{\text{parameter}} = R_1E_{\text{source}}
\]

\[
V_{\text{Arduino}}R_{\text{parameter}} = R_1E_{\text{source}} + V_{\text{Arduino}}R_1
\]

\[
R_{\text{parameter}} = \frac{R_1E_{\text{source}} + V_{\text{Arduino}}R_1}{V_{\text{Arduino}}} \quad \text{Eq. 2}
\]

• **LED Display**

![LED Display image]

The LED display will be the output indicator of the system. The digital output coming from the arduino microcontroller will be displayed and viewed in the LED display.
MatLab Fuzzy Logic Toolbox

The linguistic variables are commonly used instead of numerical variables in fuzzy logic system. Fuzzification is the process of converting a numerical variable (real number or crisp variables) into a linguistic variable (fuzzy number or fuzzy variable). The perception, experience and the general knowledge of the system behavior serve as the derivation that will act as the control rules that relate the fuzzy output to the fuzzy inputs. In this study, the proponents make use of the averaging technique in deriving its membership functions. The rule table for the designed fuzzy logic system for ground grid integrity assessment is given in Table 2

Table 2. Fuzzy Associative Memory (FAM) Matrix for Ground Grid Integrity Assessment

<table>
<thead>
<tr>
<th>Count</th>
<th>Weight</th>
<th>Grounding Conductor</th>
<th>Earth resistivity</th>
<th>Grounding Electrode</th>
<th>Ground Grid Integrity (Classified Value)</th>
<th>Ground Grid integrity (Linguistic Class)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>w1</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5.00</td>
<td>HA</td>
</tr>
<tr>
<td>1</td>
<td>w2</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4.68</td>
<td>CA</td>
</tr>
<tr>
<td>2</td>
<td>w3</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>4.36</td>
<td>CA</td>
</tr>
<tr>
<td>3</td>
<td>w4</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>4.05</td>
<td>CA</td>
</tr>
<tr>
<td>4</td>
<td>w5</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>3.73</td>
<td>JA</td>
</tr>
<tr>
<td>5</td>
<td>w6</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4.77</td>
<td>CA</td>
</tr>
<tr>
<td>6</td>
<td>w7</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4.45</td>
<td>CA</td>
</tr>
<tr>
<td>7</td>
<td>w8</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4.14</td>
<td>CA</td>
</tr>
<tr>
<td>8</td>
<td>w9</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>3.82</td>
<td>JA</td>
</tr>
<tr>
<td>9</td>
<td>w10</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>3.50</td>
<td>JA</td>
</tr>
<tr>
<td>10</td>
<td>w11</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>4.55</td>
<td>CA</td>
</tr>
</tbody>
</table>

From the combination of the input parameters such as grounding conductor, earth resistance and grounding electrode, 125 fuzzy rule bases were able to formulate. The triangular figures of the associated function of this arrangement presume that for any particular input there is only one dominant fuzzy subset. The linguistic variables are converted into a numerical variable.

Creating, editing and observing the fuzzy inference system makes use of five primary Graphical User Interfaces (GUIs). It comprise of Fuzzy Inference System (FIS) Editor, Membership Function Editor, Rule Editor, Rule Viewer and Surface Viewer. If changes were made to the FIS of one of the toolbox, the effect can be seen in other GUIs since it is dynamically connected with each other. In addition to these five primary GUIs, the toolbox includes the graphical ANFIS Editor GUI, which is used for building and analyzing Sugeno-types adaptive neural fuzzy inference systems [3].

The method used in this study for Matlab Fuzzy Logic Toolbox simulation is the Sugeno or Takagi-Sugeno-Kang of fuzzy inference that was introduced in 1985 and it is similar to Mamdani method in many respects. The first two parts of the fuzzy inference process, fuzzifying the inputs and applying the fuzzy operator are exactly the same. Sugeno output membership functions are either linear or constant unlike the Mamdami. In this paper, the proponents think about the use of constants as output membership functions [3].

5. Experiments and Analysis Of Results
The experimentation was done methodically as discussed in the block diagram in the previous chapter (Figure 3). The results obtained from the experimentation will prove the system’s effectiveness and consistency.

5.1 Earth Resistance Measurement

The earth resistance of a single spike, of diameter and length buried to earth with a soil resistivity can be calculated as follows:

\[ R_g = \frac{\rho}{2\pi L} \left[ \ln \left( \frac{8L}{d} \right) - 1 \right] \quad \text{Eq. 3} \]

Where:
- \( \rho \): Soil resistivity of the soil in ohm – meter (\( \Omega \)-m)
- \( L \): Buried length of the rod in meter (m)
- \( d \): Diameter of the rod in meter (m)

The proponents conducted a parallel test of measuring earth resistance by using a 10 centimeter (0.1 meter) in length, 3.5 square millimeters (2.11x10^{-3} meter in diameter) copper rod supposing that the rod is the actual grounding rod buried.

\[ R_g = \frac{120 \Omega \text{m}}{2\pi (0.1 \text{m})} \left[ \ln \left( \frac{0.4(0.1 \text{m})}{0.002111 \text{m}} \right) - 1 \right] \quad \text{Eq. 4} \]

\[ R_g = \frac{120 \Omega \text{m}}{2\pi (0.1 \text{m})} \left[ \ln (378.966) - 1 \right] \]

\[ R_g = 190.985 \Omega \left[ \ln (378.966) - 1 \right] \]

\[ R_g = 190.985 \Omega [5.937 - 1] \]

\[ R_g = 190.985 \Omega [4.937] \]

\[ R_g = 942.978 \Omega \]

Table 3. Tabulated Results

<table>
<thead>
<tr>
<th>No. of trials</th>
<th>Measured value</th>
<th>Theoretical value</th>
<th>Percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trial 1</td>
<td>843.33 ohms</td>
<td>942.978 ohms</td>
<td>10.567%</td>
</tr>
<tr>
<td>Trial 2</td>
<td>1019 ohms</td>
<td>942.978 ohms</td>
<td>8.062%</td>
</tr>
<tr>
<td>Trial 3</td>
<td>848.33 ohms</td>
<td>942.978 ohms</td>
<td>10.037%</td>
</tr>
<tr>
<td>Trial 4</td>
<td>848.33 ohms</td>
<td>942.978 ohms</td>
<td>10.037%</td>
</tr>
<tr>
<td>Trial 5</td>
<td>726.43 ohms</td>
<td>942.978 ohms</td>
<td>22.964%</td>
</tr>
</tbody>
</table>

Figure 4. Graphical Representation of Results

5.2 Grounding Conductor and Electrode Measurement
The value of the grounding conductor resistance can be obtained using the formula formulated by George Simon Ohm known as the Laws of Resistance:

\[ R_c = \frac{\rho L}{A} \]

Eq. 5

Where:
- \( \rho \) Conductor resistivity in ohm – meter (\( \Omega m \))
- \( L \) Length of the conductor in meter (m)
- \( A \) Area of the conductor in square meter (m\(^2\))

The proponents made a computation parallel for the test procedure conducted to measure the resistance of the grounding conductor to prove and to assure the accuracy of the equipment for the measurement of the grounding conductor resistance using a 3 meter copper conductor with a 5.18868 x 10\(^{-7}\) m\(^2\) area.

\[ R_c = \frac{\rho L}{A} \]

\[ R_c = \frac{(1.68 \times 10^{-8}\Omega m)(3m)}{5.18868 \times 10^{-7} m^2} \]

\[ R_c = 0.0971\Omega \]

In addition to test the accuracy of the equipment, the proponents also conducted a test using a carbon type resistor with a value of 150 ohms ±5% tolerance.

Table 4. Tabulated Results

<table>
<thead>
<tr>
<th>No. of trials</th>
<th>Measured value</th>
<th>Theoretical value</th>
<th>Percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trial 1</td>
<td>0.06 ohms</td>
<td>0.0971 ohms</td>
<td>38.14%</td>
</tr>
<tr>
<td>Trial 2</td>
<td>0.13 ohms</td>
<td>0.0971 ohms</td>
<td>34.02%</td>
</tr>
<tr>
<td>Trial 3</td>
<td>0.17 ohms</td>
<td>0.0971 ohms</td>
<td>38.14%</td>
</tr>
<tr>
<td>Trial 4</td>
<td>0.13 ohms</td>
<td>0.0971 ohms</td>
<td>75.26%</td>
</tr>
<tr>
<td>Trial 5</td>
<td>0.05 ohms</td>
<td>0.0971 ohms</td>
<td>48.45%</td>
</tr>
</tbody>
</table>

Figure 5. Graphical Representation of Results

Table 5. Tabulated Results

<table>
<thead>
<tr>
<th>No. of trials</th>
<th>Measured value</th>
<th>Theoretical value</th>
<th>Percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trial 1</td>
<td>150.15 ohms</td>
<td>150 ohms</td>
<td>0.1%</td>
</tr>
<tr>
<td>Trial 2</td>
<td>145.59 ohms</td>
<td>150 ohms</td>
<td>2.94%</td>
</tr>
<tr>
<td>Trial 3</td>
<td>155.00 ohms</td>
<td>150 ohms</td>
<td>3.33%</td>
</tr>
<tr>
<td>Trial 4</td>
<td>137.22 ohms</td>
<td>150 ohms</td>
<td>8.52%</td>
</tr>
<tr>
<td>Trial 5</td>
<td>150.10 ohms</td>
<td>150 ohms</td>
<td>0.067%</td>
</tr>
</tbody>
</table>
The proponents have used the rule editor (Figure 7) and rule viewer (Figure 8) for ground grid integrity testing using Matlab fuzzy logic toolbox. It is where the FAM matrix of 125 rules is plugged in. The proponents conducted 10 tests to determine the reliability of the fuzzy system for each linguistic classification. Table 6 shows the simulation results, which classifies the integrity of the grounding system as Highy Acceptable, Considerably Acceptable, Just Acceptable, Poor or Critical. Based from the results obtained, it could be analyzed that there is a perfect correlation between fuzzy system for, PEC and IEEE standards for ground grid integrity test as shown in Table 7.
Table 6. Testing Results using MatLab Fuzzy Logic Toolbox

<table>
<thead>
<tr>
<th>Trials</th>
<th>Ground Predictive Assessment Input Parameters</th>
<th>Input Values (norm. set)</th>
<th>Output Values (norm. set)</th>
<th>Linguistic Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.34</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.48</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.31</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.31</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.54</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.72</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.52</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.79</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.98</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Ground Grid Integrity</td>
<td>Grounding Conductor</td>
<td>0.67</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Earth Resistance</td>
<td>0.67</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Verification of Fuzzy based results with PEC/IEEE Standards

<table>
<thead>
<tr>
<th>Trials</th>
<th>Parameter</th>
<th>Actual Input Value</th>
<th>PEC Standards</th>
<th>IEEE Standards</th>
<th>Linguistic Classification</th>
<th>Grounding System Failure</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Voltage</td>
<td>0.61 V/Ohm</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Resistance</td>
<td>3.128 x 10^-3</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Grounding</td>
<td>1.2</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Electrode</td>
<td>3.0</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Earth</td>
<td>3.0</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>Depth</td>
<td>100 mm</td>
<td>100 mm</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trials</th>
<th>Parameter</th>
<th>Actual Input Value</th>
<th>PEC Standards</th>
<th>IEEE Standards</th>
<th>Linguistic Classification</th>
<th>Grounding System Failure</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Voltage</td>
<td>0.61 V/Ohm</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Resistance</td>
<td>3.128 x 10^-3</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Grounding</td>
<td>1.2</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Electrode</td>
<td>3.0</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Earth</td>
<td>3.0</td>
<td>N.A.</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>Depth</td>
<td>100 mm</td>
<td>100 mm</td>
<td>N.A.</td>
<td>B</td>
<td>Good</td>
<td>5</td>
</tr>
</tbody>
</table>

6. Conclusions

The contribution of this study is a tangible procedure in determining the effectiveness of the integrity of the grounding system. Developed in this thesis is an FLC based equipment that is capable of determining the integrity of the grounding system of LPU-L SHL bldg. The proponents had developed the ground grid integrity testing equipment by injecting a substantial amount of direct current into the grounding system and measuring its important parameters. The equipment has the capability to assess and classify the condition of the grounding system and if it can still operate properly in normal and anomalous conditions especially upon the occurrence of a fault.

The assessment of the grounding system was done through the use of the concepts of fuzzy logic. Averaging technique was employed in deriving its membership functions. From the combination of the input parameters such as grounding conductor resistance, earth resistance and grounding electrode resistance, 125 fuzzy rule bases were able to formulate. The triangular figures of the associated function of this arrangement presume that for any particular input there is only one dominant fuzzy subset. The linguistic variables are converted into a numerical
variable. The proponents think about the use of constants as output membership functions.

It has been verified experimentally from theoretical studies and actual data analysis as supported by the data above to prove the effectiveness of the results. It can be seen that ground grid integrity test is working as it should be, considering that it established a perfect correlation between theoretical and the actual values that had been obtained.

The proponents were able to establish a distinctive approach towards the unsophisticated way of assessing the integrity of the grounding system that will present a cheaper and quicker method which will also apply most likely to the improvement and development of maintaining an effective and reliable grounding system.
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An Artificial Intelligence System of Monitoring and Security Using Optical Character Recognition for Vehicular Plate Number in Lyceum of the Philippines University - Laguna
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Abstract
This paper describes a project for the design and implementation of Automatic License Plate Recognition using the algorithm of Optical Character Recognition in Matlab. ALPR plays an important role in terms of Security and surveillance which also provides cumulative application access control, traffic control and detection of stolen vehicles. Since the project is OCR driven, it is divided into different stages of image manipulation to provide an accurate output of processed license plate number. Visual Basic .Net is used as the face of the system for the signal and notification controls of authorization and is linked to OCR in Matlab. The use of ALPR requires a specific horizontal and vertical alignment for precise recognition of plate number. ALPR, generally, is used in public works and highways, in this project, the proposed system will be implemented in private sectors, specifically in an Educational Institution.

1. Introduction
The security is one the main proportions to make the life inside of an institution sustainable and well functional. Our country's schools and colleges are confronted with continuous dangers, for example, viciousness, drugs, bullying, crimes, normal catastrophes and even terrorism. [1]. In order to reduce the risk of the phenomenon, the security of the institutions must be well maintained. Most of the educational institutions around the Philippines have parking lots for students and teachers that provide a convenient place to park and enter or leave campus. Most of which have security cameras installed to help secure the premises. Putting cameras before the Main doors will notify the school security guard to the suspicious conduct around the autos and helps the policemen to seek after suspects if anything is stolen or vandalized.
1.1 Background of the Study

In this study, an integrated ALPR will be used in a system using the algorithm of Optical Character Recognition with the help of designed interface in Visual Basic .NET for the increased of security in LPU – The LPU-L have security cameras installed in some designated areas but Main Gates does not have any and Main Gates that are not monitored digitally can increase the risk of danger for students and faculty. And for some instances, visitors or outsiders with personal vehicles can enter the school premises without the permission of the guards on duty. This means that the security of the institution is below average.

A properly secured institution or area consist of materials intended for security purposes to attain a sustainable environment. Such materials includes Surveillance camera, which are common nowadays for it increases the security of a certain area and its common function is to record videos for crime prevention, traffic monitoring and many more. For example, major expressways have an advanced security materials installed in every toll plaza to monitor vehicles. This includes the automatic acquisition of vehicles’ plate number through the use of surveillance cameras in case some disturbances occurs.

1.2 Statement of the Problem

The LPU-L since it was established and began to operate is still managing in manual labor type classification. Partial areas of the campus have accomplished increasing the security but the Main Gates is still without a proper security system and thus increasing the risk of danger of the institutions and its people.

1.3 Objectives of the Study

The prime goal of this study is to make and create a plate number recognition using the MATLAB Image Processing toolbox and Optical Character Recognition with Visual Basic .NET interface for the Main Gates of LPU-L. This study aims to:

a.) To develop an intelligent system that can provide security and safety by acquiring the plate number of vehicles coming in and out of the campus
b.) To develop a Visual Basic System Interface for the control of monitoring procedure and data procurement process
c.) To test the performance and reliability of the prototype and the system.

2. Methodology

2.1 Visual Basic .Net

Visual Basic was presented as the primary programming dialect that backings programmable graphical client interfaces (GUI) utilizing the dialect supplied objects. An object oriented language that comprises of two basic parts. First, which includes set of objects, it is the part of visual and which includes the high level programming language, this is the language part. These two components were joined to make an alternate application which is generally seen inside the desktop [2].
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2.2 Matlab

MATLAB used for technical computing, is one application that has a high-performance language. It can be used for computing, visualizing, and a user-friendly environment programming tool where the user can solve the problems easily, fast and legibly. It is also a communicating system whose basic data element is an array which doesn’t required any dimensioning on the system. It is good in solving matrix, vectors or even a fraction to make the results simpler and accurate [3].

2.3 Optical Character Recognition

An acknowledgment of printed or composed content in a certain object that is being scanned by the medium such as cameras, IP camera and any other capturing devices. It will analyze the image captured and translate the picture into character codes, for example, ASCII it is usually used in processing of data. On the process, captured image will be broke down for light and dim areas or spot with a specific end goal to recognize each alphabetic letter or numeric digit. Once the character is recognized, the value will be converted into ASCII code and give the equivalent value.

2.4 Arduino

A pre-gathered Arduino board incorporates a microcontroller, which is modified utilizing Arduino programming language and the Arduino advancement environment. Fundamentally, this stage gives an approach to fabricate and program electronic segments. Arduino programming language is a disentangled from of C/C++ programming language in view of what Arduino calls "outlines," which utilize essential programming structures, variables and capacities. These are then changed over into a C++ program.

Figure 1. Arduino Controller

Figure 1 is the main component of the system where the data is being processed. Arduino served as a controller and identify whether the inputted plate number is a regular or a visitor on the institution.

2.5 Proposed Design

The system aims to prove the possibility of integration and implementation of ALPR in LPU – Laguna to increase the institutions’ safety and security. The system used the Matlab for the algorithm of Optical Character recognition intended for vehicle’s plate number and Visual Basic .NET for the interface providing signal and notification controls.


2.6 Block Diagram

Figure 2. Simplified Block Diagram

Figure 2 is a improved block diagram of the system application. Since the system is for security purposes, the interface in built with username and password. The interface is designed with a homepage/home screen and the main controls is built in another form wherein the main functions of the system is provided. When the plate number is entered, the system will search the database if the input is regular in the institution or a visitor. The system will notify the user when the plate number is a visitor and will be prompted to be added on the database of not.

Figure 3. Flow of the System

Figure 3 which demonstrate the flow of the system and its application has been stated. The system will capture a vehicle plate number and serve as a data, this data will be process with the help of MATLAB Image Processing Tools and undergo a different steps in order to obtain the desired information. After the process and manipulation the system will produce an output and save it to the MS Excel application for security and future use.
A database linked to the visual basic interface will be provided for the saving of the plate numbers. Included in the database is the list of vehicles’ plate numbers allowed and recognized by the administration of LPU – Laguna.

2.7 Pseudocode

1. Start
2. ALPR Structure
3. User Log-In
   - Input value for security purposes
4. Verification of Account
5. Choose Recognition
6. Input plate number
7. Choose incoming or outgoing
8. If incoming, the system will notify if regular or visitor
9. If regular, time logged in will be recorded
10. If visitor, the user is prompt to add to pending list or not
11. If outgoing, time logged out will be recorded
12. End

![Flow Chart of the System](image)

Figure 4. Flow Chart of the System

3. Result and Discussion

3.1 Project Description
This system is made using Matlab and OCR integration and Visual Basic .NET to provide an efficient security system for LPU – Laguna also to increase its safety. The system is run through an integrated algorithm of OCR designed in MatLab and is linked to the designed interface dedicated for signal and notification controls.

3.2 Tools and Methodologies of the System

![System Log-in](image1)

Figure 5. System Log-in

This system ID is for the administrator and authorized personnel of the institution.

![System Home Page](image2)

Figure 6. System Home Page

This is the homepage of the designed interface wherein the recognition, images and exit tab is available.
This is the operation form of the system. The connect button is dedicated for the connection of Arduino for signaling indicators which is required in order to fully operate the system. If the Arduino is not connected, the buttons for operation is disabled.

When the inputted Plate Number is regular or is registered to the Administrations’ records, the form will notify “Regular” and will also signal the Arduino to flash the Green Traffic Light. The time logged in will be recorded in the “Incoming” column.
Figure 9. Outgoing

The time logged out will be recorded in the “Outgoing” column when the vehicle is leaving the school premises.

![Image of Outgoing](image)

Figure 10. Prompt - Pending

When the inputted Plate Number is not on the records of the Administration, the form will notify “Visitor” and will also signal the Arduino to flash the Red Traffic Light. The time logged in will be recorded in the “Incoming” column in the vehicle is entering the premises.

![Image of Pending](image)

Figure 11. Visitor Notification - Incoming

If the owner of the inputted plate number does not want to enlist as regular, the status will be recorded as “Visitor” and also the time logged in.
If the owner of the inputted plate number wants to enlist as regular, the status will be recorded as “Visitor” and also the time logged in and the inputted plate number will also be recorded in the Pending column aligned in the time recorded.

This figure shows the entire software application used in processing the image taken by the camera. This is the algorithm that identifies and analyzed the supplied image and output the region of the plate number.

This is where the captured image stores, the images are compiled and run by the Matlab in this directory. It is very important to specify your target image directory to avoid the error and malfunction as well as the disruption of the whole process.
Figure 15. Matlab Error Notification

Error message when cancelling the selection panel of an image to be processed.

Figure 16. Image Histogram

A sample of RGB Image Histogram where the system is considering in order to get the most number of pixel in the image in order to identify the plate number region of a vehicle.

Figure 17. Image Filtering

A stage where the RGB Image is converted to a Grayscale Image as part of the pre-processing of the system.

Figure 18. Image Binarization

The input image was converted to a binary by thresholding, getting the image edges and eroded, then the morphological images has been made to identify the plate region of a vehicle.

Figure 19. Plate Number Region

After the pre-processing, thresholding, and binarization of an image the extraction of plate number region from the RGB image was the next step.
This is the final process of the system wherein the plate number region was converted into grayscale, threshold and the final step was the graythresh. In order to identify the character easily bounding box was used.

4. Conclusion

The system was made and developed by the proponents to record the incoming and outgoing vehicle who passes the vehicular gate of the institution.

The system is working in a proper camera placement within the required distance to capture the front view of the vehicle. The lighting, vehicular position, camera placement and plate number positioning have a big effect on detecting the plate region of a vehicle. These are the reason why the proponents set a stop box mark where the vehicle should touch to clearly identify by the camera.

The detection of the system was successfully done with a proper set-up of camera’s range from the target image. The background or environment is a big dilemma of the system therefore the camera is enclosed to the vehicle and as much as possible no other images will be captured just the parts of the front view of the vehicle. The plate number can be detected even on the sideways view as long as the target region is at the centered of the image.

5. Recommendation

The system is in a good working condition considering the factors that may affect the process of detection. The proponents suggest that in order to get more accurate and reliable image and plate numbers consider a high definition type of camera or capturing devices. Image capturing and video recording must be at least minimum of 16 megapixel. The blocker is one of the best equipment that can be used instead of stop marking box that the proponents used.

To further maximize the efficiency of this project the next researcher must spend a lot of time in doing research, reading more related literatures and conceptualizing the possible limitations of this project. One recommendation for the next researchers is that action camera is a best medium for this kind of project, take the whole region of the front vehicle and make sure that the background is lessen. Another improvement that can be done for the system is building a templates depend on the characters that supports the plate numbers. The scope and limitation of the proponents can be widen and improved considering the different position of a vehicle towards the medium.
This project will benefit not only the institution but also the security guards who uses the manual inputting of data in order to monitor the incoming and outgoing vehicles. This system can make their job easily and fast without standing over the heat of the sun.
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Abstract
Indoor air pollution is a serious health problem in most rural countries because of solid fuels usage. This paper presents a new approach to monitor and normalize indoor air quality (IAQ) by utilizing Sugeno style of fuzzy interference system. The work of this FLC-based IAQ monitoring system is not merely to sense the existence of the odourless unobservable pollutant but also to normalize the IAQ by controlling the ventilation system according to the level of carbon dioxide present in the room and the room temperature and relative humidity level. Matlab’s Fuzzy Logic Toolbox was used to define the fuzzy sets which would be used to control the ventilation system to normalize the air quality.

Keywords: Indoor air pollution, Sugeno style fuzzy interference, Matlab, Arduino Microcontroller

1. Introduction
1.1 Background of the Study

The quality of air in the surrounding is essential to maintain good health and safe environment. While it is very important to focus on the outdoor problems of air quality, it must be realized that air pollution is an indoor problem as well. In fact, the air we breathe inside our house is more polluted than we think it is. As indicated by Environmental Protection Agency (EPA), indoor air contamination can be two to five times more dirtied contrasted with the air contamination outside, in some cases it is 100 times more contaminated than the level of contamination outside.
We humans exhale carbon dioxide through our lungs. Carbon dioxide is the waste generated as we use up oxygen [1]. Since we spend most of our time inside our home, the concentration of carbon dioxide indoors is higher compared to the concentration outside [2]. Carbon dioxide poisoning victims die because of hypercapnia. Hypercapnia results when there is too much carbon dioxide in our blood [3].

The World Health Organization has indicated in their official website [4] that out of 4.3 million people who die yearly because of diseases triggered by household air pollutions, six percent die from lung cancer, 12 percent from Pneumonia, 22 percent from Chronic Obstructive Pulmonary Disease, 26 percent from Ischemic Heart Disease and 34 percent from stroke.

To find out if the air we breathe is clean and unpolluted, this paper therefore proposes to create an indoor air quality system that can monitor and control the condition of air in enclosed areas. The system uses the concepts and principles of fuzzy logic algorithm. A set of command for the control is formed through fuzzy logic rules to assess the state of the air. During a range of time, the system will continuously detect the state of the air with a list of parameters (air and gaseous parameters). If the air quality failed a number of tests, the system will output warning to call the attention of the occupants in an LCD display or when the test is in completion. The study will also include the use of Matlab Fuzzy Logic Toolbox for the input and output construction, sensors, and Arduino microcontroller for the control operation.

1.2 Objectives of the Study

The general objective of this study is to develop and improve an indoor air quality monitoring system with ventilation control mechanism by implementing fuzzy logic technique that will normalize the air quality. Specifically, the study aims to:

1. To describe the fuzziness in indoor air quality
2. To develop a program using fuzzy logic that will process the data from the sensors
3. To be able to detect and measure the level of indoor air quality and provide ventilation control mechanism

2. Methodology

This paper made use of different models to illustrate the system’s design. The system’s architecture was presented using block diagram while the process of the system was demonstrated using IPO Chart, Pseudo Code and Flow Chart.

- Fuzzy Logic

A Fuzzy rationale is a type of numerous esteemed rationale in which reality estimations of variables might be any genuine number somewhere around 0 and 1. By qualification, in Boolean rationale, the variables truth qualities are 0 or 1. Fluffy rationale has been stretched out to handle the considered incomplete truth, where reality quality may go between totally genuine and totally false [10].
The proponents utilized the use of fuzzy logic because of its flexibility when it comes to decision making. Fuzzy logic is also easy to understand for people with average technical knowledge. Another edge of fuzzy logic is its implementation of fuzzy rules; the proponents have a wide range of options on how the system will respond to a certain situation.

Fuzzy logic’s ability to define a unique fuzzy rules makes it suitable for the goal of the paper.

2.1 System Design

![Diagram of FLC-Based Indoor Air Quality Assessment](image1.png)

The normalized fuzzy input module refers to the two input variables, air and gaseous parameters. An air parameter involves the temperature and relative dampness of the air. Vaporous parameter alludes to the level of Carbon Dioxide present noticeable all around. The inputs will be fuzzified through predefined fuzzy sets. The data will then be defuzzified to give crisp outputs of Normal, Critical, or Dangerous. These crisp outputs will control the power level which will be fed up to the ventilation system. The proponents utilized the use of the Sugeno style of fuzzy interference system.

![IPO Chart of the System](image2.png)
Figure 3. Pseudo Code of the System

Figure 4. Flowchart of the System

Figure 4 shows the flow of the indoor air quality monitoring system with ventilation control mechanism. The sensors will detect the presence of the indoor air pollutant (carbon dioxide) and determine the room temperature and its relative humidity. The level of the parameters will be the input of the system. Based on the rules established by the proponents, the fuzzy logic will decide what to do. As shown on the flowchart, when one or both parameters gets dangerous or critical, the system will control the speed of the fan to 70% of its full speed or turn on the fan to its maximum power depending on the fuzzy rules set by the proponents. However, when the value of the parameter is back to normal, the system will let the system read data from the sensors and wait until the reading became dangerous or critical again. The system will continue to monitor and normalize the indoor air as long as it is supplied by power.

2.2 Proposed Design

In order to monitor the level of indoor air pollution present in a room, the proposed design will be using different sensors for the air and gaseous parameters. The
input value for each sensor will be classified as Good Hot (GH), Good Cold (GC), Fair Hot (FH), Fair Cold (FC), Poor Hot (PH) or Poor Cold (PC).

After determining the level of indoor air quality, the input values will be assessed using fuzzy logic and decide what crisp outputs to produce, one for air parameters and another for gaseous parameters. These crisp outputs are categorized as Normal, Critical, or Dangerous.

Using Arduino microcontroller with implemented fuzzy rules, the speed of the blower (for air parameters) and exhaust fan (for gaseous parameter) are controlled depending on the crisp outputs. If the output is Normal, the speed of either fan is 0%, for Critical, 70% and for Dangerous, 100% speed.

Table 1. Classification of Input Values for each Parameter

<table>
<thead>
<tr>
<th>Input Level</th>
<th>Temperature (°C)</th>
<th>Relative Humidity (%)</th>
<th>Carbon Dioxide (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good 1 (hot)</td>
<td>23&lt;T≤26</td>
<td>40&lt;h&lt;45</td>
<td>CO2&lt;500ppm</td>
</tr>
<tr>
<td>Good 2 (cold)</td>
<td>22&lt;T&lt;23</td>
<td>45&lt;h&lt;50</td>
<td></td>
</tr>
<tr>
<td>Fair 1 (hot)</td>
<td>26&lt;T&lt;29.5</td>
<td>35&lt;h&lt;40</td>
<td>500&lt;CO2&lt;800ppm</td>
</tr>
<tr>
<td>Fair 2 (cold)</td>
<td>21&lt;T&lt;22</td>
<td>55&lt;h&lt;65</td>
<td></td>
</tr>
<tr>
<td>Poor 1 (hot)</td>
<td>29.5&lt;T</td>
<td>0&lt;h&lt;35</td>
<td>CO2≥800ppm</td>
</tr>
<tr>
<td>Poor 2 (cold)</td>
<td>21&gt;T</td>
<td>65&lt;h&lt;100</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. System Model

This project makes use of sensors to detect the level of the air parameters and the gaseous parameters present in the room. The IAQ needs to be assessed in order to know if its level is still safe or not, and Fuzzy Logic was chosen by the proponents to do this task. The speed of the fan must be controlled depending on the level of the IAQ and Arduino microcontroller is utilized to control the speed of the fan. Also, to show the current level of the Indoor Air Quality, an LCD Display is used in the system.
3. Results and Discussion

Table 2. Data Gathered for Controlled Environment

<table>
<thead>
<tr>
<th>Trial</th>
<th>Temperature (°C)</th>
<th>Relative Humidity (%)</th>
<th>Carbon Dioxide (ppm)</th>
<th>Fuzzy Logic Crisp Output</th>
<th>Output (Fan Speed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>27.4</td>
<td>63.1</td>
<td>787</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>2</td>
<td>27.4</td>
<td>63.1</td>
<td>436</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>3</td>
<td>27.4</td>
<td>63</td>
<td>575</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>4</td>
<td>27.4</td>
<td>63</td>
<td>&lt;400</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>5</td>
<td>27.4</td>
<td>62.9</td>
<td>&lt;400</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>6</td>
<td>27.4</td>
<td>62.9</td>
<td>618</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>7</td>
<td>27.4</td>
<td>62.9</td>
<td>477</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>8</td>
<td>27.4</td>
<td>62.9</td>
<td>561</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>9</td>
<td>27.4</td>
<td>63</td>
<td>479</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>10</td>
<td>27.4</td>
<td>63</td>
<td>667</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>11</td>
<td>27.4</td>
<td>63.1</td>
<td>&lt;400</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>12</td>
<td>27.4</td>
<td>63.1</td>
<td>652</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>13</td>
<td>27.4</td>
<td>63.1</td>
<td>&lt;400</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>14</td>
<td>27.4</td>
<td>62.7</td>
<td>590</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>15</td>
<td>27.4</td>
<td>62.7</td>
<td>485</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>16</td>
<td>27.4</td>
<td>62.8</td>
<td>495</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>17</td>
<td>27.4</td>
<td>62.9</td>
<td>&lt;400</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>18</td>
<td>27.4</td>
<td>62.9</td>
<td>624</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>19</td>
<td>27.4</td>
<td>63.1</td>
<td>&lt;400</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>20</td>
<td>27.4</td>
<td>63.2</td>
<td>611</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>21</td>
<td>27.4</td>
<td>63.2</td>
<td>569</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>22</td>
<td>27.4</td>
<td>63.2</td>
<td>468</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>23</td>
<td>27.4</td>
<td>63.2</td>
<td>&lt;400</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>24</td>
<td>27.4</td>
<td>63.2</td>
<td>581</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>25</td>
<td>27.4</td>
<td>63.1</td>
<td>&lt;400</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>26</td>
<td>27.4</td>
<td>63.2</td>
<td>&lt;400</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>27</td>
<td>27.4</td>
<td>63.2</td>
<td>563</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>28</td>
<td>27.4</td>
<td>63.2</td>
<td>454</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>29</td>
<td>27.4</td>
<td>63.1</td>
<td>650</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>30</td>
<td>27.4</td>
<td>63.1</td>
<td>676</td>
<td>0</td>
<td>0%</td>
</tr>
</tbody>
</table>

Figure 6. Graphical Representation of the Data Gathered for Controlled Environment
Figure 6 shows the graphical representation of the data obtained by the system within the room environment when the proponents did not increase the factors that can contribute to the varying of the temperature, relative humidity, and carbon dioxide. The graph shows that all the input parameters are in either fair or good level.

Table 3. Data Gathered for Uncontrolled Environment

<table>
<thead>
<tr>
<th>Trial</th>
<th>Temperature (°C)</th>
<th>Relative Humidity (%)</th>
<th>Carbon Dioxide (ppm)</th>
<th>Fuzzy Logic Output</th>
<th>Output [Fan Speed]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>26.8</td>
<td>64.1</td>
<td>591</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>2</td>
<td>26.8</td>
<td>65</td>
<td>618</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>3</td>
<td>26.9</td>
<td>64.2</td>
<td>604</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>4</td>
<td>26.9</td>
<td>64.4</td>
<td>600</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>5</td>
<td>26.6</td>
<td>64.6</td>
<td>613</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>6</td>
<td>26.1</td>
<td>65</td>
<td>612</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>7</td>
<td>27.2</td>
<td>67.5</td>
<td>604</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>8</td>
<td>27.2</td>
<td>67.6</td>
<td>613</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>9</td>
<td>27.5</td>
<td>67</td>
<td>596</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>10</td>
<td>27.6</td>
<td>66.8</td>
<td>593</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>11</td>
<td>27.7</td>
<td>66.7</td>
<td>611</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>12</td>
<td>27.9</td>
<td>75</td>
<td>699</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>13</td>
<td>28</td>
<td>76.2</td>
<td>697</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>14</td>
<td>28.1</td>
<td>75.9</td>
<td>691</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>15</td>
<td>28.4</td>
<td>75.5</td>
<td>726</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>16</td>
<td>28.7</td>
<td>75.8</td>
<td>719</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>17</td>
<td>28.8</td>
<td>75.7</td>
<td>711</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>18</td>
<td>29</td>
<td>76.2</td>
<td>801</td>
<td>1</td>
<td>100 %</td>
</tr>
<tr>
<td>19</td>
<td>29.5</td>
<td>74.4</td>
<td>840</td>
<td>1</td>
<td>100 %</td>
</tr>
<tr>
<td>20</td>
<td>30.7</td>
<td>71</td>
<td>837</td>
<td>1</td>
<td>100 %</td>
</tr>
<tr>
<td>21</td>
<td>30.5</td>
<td>68.8</td>
<td>830</td>
<td>1</td>
<td>100 %</td>
</tr>
<tr>
<td>22</td>
<td>30.2</td>
<td>66.4</td>
<td>820</td>
<td>1</td>
<td>100 %</td>
</tr>
<tr>
<td>23</td>
<td>27.9</td>
<td>68.5</td>
<td>813</td>
<td>1</td>
<td>100 %</td>
</tr>
<tr>
<td>24</td>
<td>27.7</td>
<td>65.4</td>
<td>813</td>
<td>1</td>
<td>100 %</td>
</tr>
<tr>
<td>25</td>
<td>26.5</td>
<td>65</td>
<td>704</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>26</td>
<td>25.4</td>
<td>64.9</td>
<td>653</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>27</td>
<td>25.3</td>
<td>64.8</td>
<td>629</td>
<td>0.5</td>
<td>70 %</td>
</tr>
<tr>
<td>28</td>
<td>28.9</td>
<td>64.9</td>
<td>632</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>29</td>
<td>28.6</td>
<td>64.5</td>
<td>602</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>30</td>
<td>28.7</td>
<td>64</td>
<td>605</td>
<td>0</td>
<td>0 %</td>
</tr>
</tbody>
</table>

Figure 7. Graphical Representation of the Data Gathered for Uncontrolled Environment
Figure 7, on the other hand, shows the graphical representation of the data obtained by the system within the room environment under unusual conditions as the proponents increased the factors that can contribute to the change of temperature, relative humidity, and carbon dioxide. The graph shows the increase in the speed of the ventilation fans as the level of the parameters increase.

7. Conclusions

Developed in this study is an FLC-based monitoring system of indoor air quality with ventilation control mechanism. The successfulness of the project study has been demonstrated experimentally from the simulations and actual data analysis conducted by the proponents. The system is working properly as supported by the data in chapter 4. When the sensor detected a certain value, the Arduino microcontroller using the fuzzy rules will decide what to do. When the Arduino microcontroller determined that one or all of the parameters is good or fair, the ventilating fans will not run. But if one of the three parameters is critical, the speed of the ventilating fans will be 70 percent of the maximum, and if two or all the parameters are critical, the speed of the fan will be 100 percent.

The system was able to perceive, assess, and categorize the presence of the parameters, and intelligently execute an action within a short range of time immediately after level classification has been done. We can therefore say that the application of Fuzzy Logic Technology enabled the researchers to attain the set objectives in this paper.

Though the system responded accordingly to the design requirements, in terms of size, the capacity of the system to detect problems in the air quality is limited to smaller rooms because only one sensor was utilized. For enclosed areas with dimensions slightly larger than the room used during the experiment, two or more systems must be installed. Also, the presence of other parameters aside from the temperature, relative humidity, and carbon dioxide cannot be treated by the system.

For the continuity of operation, as stated in the scope and limitations of the study, power lost will discontinue the operation of the device because the control system is driven by electricity.

7. Recommendations

The proponents recommend the use of a backup battery in case of power failure so as to have the system to be functioning continually despite the circumstances. Also, consideration of outdoor air quality that may affect indoors shall be done in future studies to see if such factor can affect health issues as well.
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Abstract

The concepts of fuzzy logic for dc-dc buck converter circuit were used in this study. The parameters in the model were acquired through Analog to Digital Converter (ADC) circuit. The error and change in error are the input parameters and the duty cycle is the output of the fuzzy controller. The Pulse Width Modulation (PWM) signal switched the dc-dc buck converter. The proponent had used triangular membership functions, Mamdani and Sugeno-style of fuzzy inference systems in this proposed. The membership functions were classified as Negatively Big (NB), Negatively Small (NS), Zero Area (ZO), Positively Small (PS) and Positively Big (PB). This study aims to design a fuzzy-based system, simulate and verify the effectiveness of the fuzzy results. It is purely simulated using Matlab Fuzzy Logic Toolbox and verified with Microsoft Excel derivation termed as Caldo's Membership Function Template (CMFT). The fuzzy logic controller for DC-DC buck converter was successfully realized in Spartan 3E Field Programmable Gate Array (FPGA) using VHDL programming language in Xilinx ISE platform.
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1. Introduction

There are four classifications of non-linear control namely: 1) ac-ac converters, 2) ac-dc converters, 3) dc-ac converters, and 4) and dc-dc converters (Ofoli, 2005). An electrical circuit that transfers a dc voltage source to another load is known as direct current – direct current (Dc-dc) converter. This type of converter is a power converter, which acts as a transformer that converts power from one form to another. In other context, this converter is termed as dc voltage converter, as it considers stepping dc voltage source up or down depending on the needs and requirements of the design (Web-1). The dc-dc converter is handy and affordable tool. It is considered to be the heart of the power supply, as it affects the overall performance of the power supply system. The converter accepts dc and produces a controlled dc output (Jaber, 2011). The dc to dc converter will regulate dc input voltage and will produce the required output voltage, which is higher or lower than the input battery voltage. There are
different types of dc-dc converters. Among its typical type is the Buck or step down converter and the Boost or step up converter. Buck converters produce an average output voltage lower than the input source voltage. On the contrary, boost converters produce an average output voltage higher than the input source voltage. In conclusion, when the output voltage set point is less than the input voltage, it is called a Buck converter. On the other hand, when the output voltage set point is higher than the input voltage, then it is a Boost converter (Web-1). In dc-dc converter systems, various traditional methods based on feedback control theory were adopted. However, these methods require complex and tedious computations. Moreover, finding the cost-effective reliable controller is a must for researchers and designers (Ismail et.al, 2010). One of the most commonly used control method is the Proportional Integral (PI) or Proportional Integral Derivative (PID) controller. It is widely used for variety of control systems. This application includes, but not limited to, aerospace, process control, manufacturing, robotics, automation and many more (Chander, 2010). Accordingly, in this type of control method, researchers are finding difficulty in providing good performance both in dynamic and in steady-state responses. This is because the parameters are fixed during operation (Xiao, 2004).

Fortunately, computational intelligence is now available as an alternative and efficient control method, as it reduces the processing time of the controller. There are many variations of intelligent systems. In this study, the proponent preferred to use the concepts and principles of fuzzy logic. Fuzzy Logic Controller (FLC) converts linguistics based on the knowledge of the experts into an automatic control strategy by forming fuzzy rules or rule bases (So, 1994). FLC’s operation is not purely concern on the accuracy of the model, but on the effectiveness of the formulated rules. This operation tends to simplify the design for dc-dc converter applications (Caldo et.al, 2013). In 2006, Liping Guo investigated the issues in the design and in the implementation of digital controllers for buck and boost converters using linear and nonlinear control methods in his dissertation (Guo, 2006). On the literatures, Guo cited that the fuzzy logic technology is becoming a trend in today’s era of advanced microcomputer technology, from control theory to artificial intelligence (Feng, 2003). This is because fuzzy technology features broad, yet explicit and understandable tool that would replicate and interpret human language without requiring precise and complex mathematical models (So, 2005). Professor Zadeh is the father of fuzzy logic and he articulated that we do not require precise input, yet we are capable of obtaining highly adaptive control (Web-3).

Accordingly, FLC does not require precise mathematical model and it has excellent immunity to external disturbances. However, FLC requires considerable amount of computational power because of its complex and heuristic decision making processes (Taeed, 2010). FLC has drawback in high speed processing applications. The solutions using microcontrollers of general purpose and Digital Signal Processor (DSP) present a slow speed of processing because the fuzzy control is implemented by a software program (Ramos, 2000). Also, DSP is costly and may not be justifiable in certain applications (Taeed, 2010). Another solution, here proposed, is the implementation of the fuzzy control in Field Programmable Gate Array (FPGA) board. FPGAs were predominantly used for implementing simple digital circuits (Compton, 2002). Recently, even undergraduate students are capable of constructing complex digital devices on FPGA chips (Sklyarov, 2005). In FPGA, the development system works on personal computers and it presents high processing speed (Ramos, 2000).
Moreover, advanced researches are being performed intensively in system-on-chip and network-on-chip applications (Sklyarov, 2011). In Philippine setting with no wafer fabrication facility, FPGA-related researches are needed. It will contribute to the growing knowledge of FPGA applications in the Philippines (Marquez, 2011). Fuzzy logic can be chosen as an alternative design method to nonlinear controllers. In fact, FLC can be inexpensively implemented with FPGA-based controller (Rubai, 2004). In this work, the proponent will integrate fuzzy logic in DC-DC buck conversion using FPGA. The fuzzy logic will represent the software part and the FPGA forms part the hardware of the system.

FPGAs were predominantly used for implementing simple digital circuits (Compton, 2002). Recently, even undergraduate students are capable of constructing complex digital devices on FPGA chips (Sklyarov, 2005). In FPGA, the development system works on personal computers and it presents high processing speed (Ramos, 2000). Moreover, advanced researches are being performed intensively in system-on-chip and network-on-chip applications (Sklyarov, 2011). In Philippine setting with no wafer fabrication facility, FPGA-related researches are needed. It will contribute to the growing knowledge of FPGA applications in the Philippines (Marquez, 2011). Fuzzy logic can be chosen as an alternative design method to nonlinear controllers. In fact, FLC can be inexpensively implemented with FPGA-based controller (Rubai, 2004). In this work, the proponent will integrate fuzzy logic in DC-DC buck conversion using FPGA. The fuzzy logic will represent the software part and the FPGA forms part the hardware of the system.

1.2 Buck Converter

Intuitively, the name ‘buck converter’ evolves from the fact that the input voltage is bucked/chopped or attenuated (Yusoff, 2010). The buck converter, as emphasized on previous section, converts the unregulated source voltage Vin into a lower (step down) output voltage Vout. The ratio of the ON time (tON) when the switch is closed to the entire switching period (T) is defined as the duty cycle D = tON/T (Lee, 1993). When the switch is open, the diode conducts. The capacitor supplies energy to the load and the inductor current flows through the capacitor and the diode (Mohan et.al, 1995). The output voltage is controlled by changing the duty cycle. During steady state, the ratio of output voltage over input voltage is D, which is given by (1).

\[
\frac{V_{out}}{V_{in}} = D
\]  

**equation 1**

1.3 Objectives of the Study

The prime objective of this study is to design and simulate a fuzzy logic controller for dc-dc buck converter in an FPGA. Specifically, this study aims to: a) present the derivation of fuzzy control rules for the buck converter circuit, b) develop a mathematical model of fuzzy logic controller for variable output voltage dc-dc buck (of 3.3V down to 2V input voltage levels to 1.5 voltage output), c) develop a modelling variable dc output voltage using MATLAB fuzzy logic toolbox for buck converter, d) simulate and verify the performance of the fuzzy system in an FPGA.

2. Methodology
This research aims to develop a fuzzy-based DC-DC buck converter in an FPGA. The system will require a voltage input from the ADC and it will be converted to its 8-bit equivalent. If the length is 8-bit, it proceeds to normalization process. The two input variables: voltage error (e) and change in error (de) will be normalized. These inputs will be described fuzzily and will be defuzzified using Mamdani and Sugeno style of fuzzy inference systems. The crisp output will be produced using averaging technique. The FPGA conversion and white LED driving system is the main focus of the study. The white LED, being the load, is the one being controlled by the FPGA. The output variable of fuzzy controller is the duty cycle of Pulse Width Modulation (PWM) output. This fuzzy output is converted to a control signal that would come from the FPGA. The FPGA will be responsible for controlling white LED with consideration to the obtained duty ratio.

The functionality of FPGA conversion system is to take digital control signals from the fuzzy logic controller. It will recognize the duty cycle and will display the output to the white LEDs. The interface between the two will be implemented in VHDL code.

The proponent will design the fuzzy logic controller of dc-dc buck converter circuit using MATLAB Fuzzy Logic Toolbox software. The proponent will do assumptions, derivations and computations to make the necessary algorithms for the FPGA. In order to confirm that the mathematical model will give a stable output frequency, simulation on MATLAB will be made. Then, it will be translated for hardware modeling. Afterwards, a VHDL code will be developed on a Xilinx platform. After creating VHDL source codes, it is to be simulated through ModelSim. This simulation is important as it helps the proponent verify his source codes, as to whether it will or will not give the desired results. Should it pass the verification process, then it is ready to be implemented into the FPGA board and drive white LEDs. The source code will take into consideration the frequency, duty cycle and output voltage of the dc-dc buck converter. Most importantly, the test and evaluation of the performance of the fuzzy control system will be initiated.

3. Design Considerations

In pursuit of successful outcomes of the study, the proponent implemented procedures using the developmental method. Primarily, this method aims to achieve the set of objectives to solve the stated problems. Prior to the system’s development, this study covers designing of the system. This is where the problem definition, planning and setting up of the objectives were established. The study also encompasses the testing and evaluation of the system as the proponent used experimental method in the testing of the system’s functionality. The proponent conducted set of experiments to tabulate successful and failed results from series of tests.

3.1 Proposed Design

In order to control the DC output voltage of buck converter and to ensure good variable output voltage, the fuzzy logic controller for closed loop control of DC-DC converter is proposed in this project. The proposed system consists of dc-dc buck converter to maintain dc voltage.
The system requires voltage input from the user after the ADC conversion process. It will be interpreted in an 8-bit digital input and it will be processed using fuzzy logic system to produce an 8-bit voltage output. The stepping down of the voltage input is simulated using Modelsim. The implementation for buck converter in FPGA is purely mathematical.

The fuzzy logic controller is the main focus of the whole system and it will be implemented using the Spartan-3E family of Field-Programmable Gate Array (FPGA) board. This FPGA family has the following features: very low cost, high-performance logic solution for high-volume, consumer-oriented applications, proven advanced 90-nanometer process technology, multi-voltage, multi-standard SelectIO™ interface pins and up to 376 I/O pins or 156 differential signal pairs (Web-4). The buck circuit and the ADC circuit are the hardware devices in the system that will be interfaced to the controller. The FLC will administer the whole system’s operation including the output of the buck circuit in order to drive the specified buck load. The fuzzy logic controller will produce a duty cycle as its crisp output. The ADC circuit will serve as the feedback and monitoring circuit for the system. The buck load will attest to the driving power of the resulting output voltage of the buck circuit and will serve as the input to the feedback system (Liu et.al, 2005).

During system operation, given a specified input voltage for the buck circuit, the output voltage of the buck will decreased due to the clock signal provided by the PWM module obtained from the duty cycle (measured in percentage). The clock signal is necessary to drive the power transistor of the buck circuit. The output voltage of the buck will be able to drive the specified buck load. The buck load consists of a specified load and a load resistor. The buck load will have an equivalent load voltage (resistor voltage) that will provide the ADC circuit input. The buck circuit output will be delivered to the PWM generator in order to provide the necessary clock signal that will satisfy the required output voltage needed to drive the load. This operation goes on whenever the input voltage of the buck circuit varies. This maintains the output efficiency of the system. There are two (2) input parameters necessary to step down the voltage input to desired voltage output. Duty cycle is the output parameter of the FLC and it will be fed back to the controller until the desired voltage is satisfied for a specific dc-dc converter circuit.

The last phase of fuzzy logic systems’ operation is vital. This method is known as defuzzification. To get the crisp output, a popular method known as the center-of-gravity formula is used. This is given by (2).

\[
\text{Center of Gravity} = \frac{\sum_{i=1}^{n} O_i \cdot \mu_i}{\sum_{i=1}^{n} \mu_i} \quad \text{equation 2}
\]

The ADC conversion is necessary to convert the analog values to digital fuzzy inputs. The fuzzy sets will be defuzzified and it will give a crisp output that will be fed to the DC-DC converter system. The cycle continues until the desired output voltage is achieved.
As for the step-by-step process to be followed in programming FLC for DC-DC buck converter using DevCpp. The proponent considers the following. First, the user has to define the pre-processor commands and initialize constant values. The next step is to construct the main body of the program. This includes the declaration of global/local variables, the function/s to be used and the process executions to be undertaken. Then, build the Fuzzy Logic System operation by looping, switch and if-else statements. Compute for the degrees of membership by Triangular membership function and compute for the crisp output. Finally, display weight values of FAM Matrix entries and the crisp output. The fuzzy controller for a DC-DC converter has two inputs. The first input is the error in the output voltage \( e[k] = \text{Ref} - \text{ADC}[k] \), where \( \text{ADC}[k] \) is the converted digital value of the \( k \)th sample, and \( \text{Ref} \) is the digital value corresponding to the desired output voltage (in this work, 1.5 V). The second input, \( c[e][k] = e[k]-e[k-1] \), is the difference between the error of the \( k \)th sample and the error of the \( (k-1) \)th sample. The two inputs are normalized and will be fed into the fuzzy controller. The output of the fuzzy controller is the duty cycle \( d[k] \). It is measured in percentage. The values are normalized in -1 to 1 range and it can be tuned to obtain satisfactory response (Guo, 2006).

3.2 Fuzzy Rule Based System

A set of rules is constructed for classifying dc-dc converter as Positively Big (PB), Positively Small (PS), Zero Area (ZO), Negatively Small (NS) and Negatively Big (NB) (Caldo et.al, 2012). The AND operator was used and represented in rule bases. Hierarchical structure for dc-dc buck converter classification resulting in set of rules can be constructed. Voltage error \( (ve) \) and change in error \( (de) \) will be judged in the first hierarchical level of knowledge base. The last hierarchical level will characterize the duty ratio with respect to dc-dc buck converter. Following are the sample rules stored at two different hierarchical levels of the knowledge base:

- If Voltage Error is <NB> and Change in error is <NB> Then Duty Cycle of PWM Output is <NS>
- If Voltage Error is <NB> and Change in error is <NS> Then Duty Cycle of PWM Output is <ZO>
- If Voltage Error is <NB> and Change in error is <ZO> Then Duty Cycle of PWM Output is <PS>

3.3 Fuzzy Logic Controller for the Proposed System

In this study, the input parameters are voltage. The error \( e(k) \) and change in error \( \Delta e(k) \) are inputs to the FLC system, which were normalized. The error is computed by comparing equation (3). From the computed error \( e(k) \) and previous error \( [E \text{previous}(k)] \), the change in error is computed as elicited in equation (4).

\[
e(k) = V_{\text{ref}}(k) - V_{\text{o}}(k) \quad \text{equation 3}
\]
\[
\Delta e(k) = e(k) - [E \text{previous}(k)] \quad \text{equation 4}
\]

Five linguistic variables are used for the input variable \( e(k) \) and \( \Delta e(k) \). They are NB, NS, ZO, PS and PB. There are many types of membership functions. This includes triangular-shaped, trapezoidal-shaped, Gaussian, sigmoid, pi-shaped, bell-shaped and so forth. For simplicity, the triangular membership function will be used in this study.
for easy and reduced calculations. In this work, only five membership functions are to be used for two inputs: error and change in error. The input fuzzy membership functions are shown in Figures 1 and 2. The triangular membership functions for data inputs voltage error and change in error is normalized in the range of -1 to 1. The proponent chooses such range to have a more centralized set of normalized data, with zero being the central point (Web-2).

![Figure 1: Error (input)](image1)

![Figure 2: Change in error (input)](image2)

The rule table for the FLC-based buck converter is given in Table 1. The element in weight 1 means that, “If error is NB and change in error is NB then output is NS” while the element in weight 2 means that, “If error is NB and change in error is NS then output is ZO”. Also, the element in weight 24 means that, “If error is PB and change in error is PS then output is NB” while the element in weight 25 means that, “If error is PB and change in error is PB then output is NS”.

<table>
<thead>
<tr>
<th>Weight</th>
<th>Membership Functions</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NB, NS, ZO, PS, PB</td>
<td>“If error is NB and change in error is NB then output is NS”</td>
</tr>
<tr>
<td>2</td>
<td>NB, NS, ZO, PS, PB</td>
<td>“If error is NB and change in error is NS then output is ZO”</td>
</tr>
<tr>
<td>24</td>
<td>PB, NS, ZO, PS, PB</td>
<td>“If error is PB and change in error is PS then output is NB”</td>
</tr>
<tr>
<td>25</td>
<td>PB, NS, ZO, PS, PB</td>
<td>“If error is PB and change in error is PB then output is NS”</td>
</tr>
</tbody>
</table>

Table 1: Fuzzy rules for buck converter
From the tabulated table for buck converter, the fuzzy rule base is formulated into 25 rules. The reverse process of fuzzification is called defuzzification. In this method, the linguistic variables are being converted into its equivalent numerical values. As the weighted sum method is considered to be the best well-known defuzzification method, it is utilized in the present model. The defuzzified output is the duty cycle $dc(k)$, which can also be classified as PB, PS, ZO, NS and NB.

### 3.4 Matlab Fuzzy Logic Toolbox

Primarily, there are five (5) graphical user interface (GUI) tools for building, editing and observing fuzzy inference systems in the toolbox. This includes, Fuzzy Inference System (FIS) editor as shown in Figure 3, Membership Function Editor (Figures 1 and 2), Rule Editor (Figure 4), Rule Viewer (Figure 5) and Surface Viewer (Figure 6). These GUIs are dynamically linked with each other, and if changes were made to the FIS of one of the toolbox, the effect can be seen in other GUIs.

![Figure 3: FIS editor for buck](image)
Figure 4 is the rule editor for the buck converter. It is where the FAM matrix of 25 rules is plugged in. On the other hand, the graphical illustration of the rules for buck simulation purposes is elicited in Figure 5. This is where the user can manually input values for VE and dE and obtain the duty cycle. The surface view of the buck converter with voltage error as the x-axis, change in error as the y-axis and duty cycle as the z-axis is shown in Figure 6.
3.5 Implement the System

Finally, the FLC for buck converter, which is purely mathematical (VHDL coded) is implemented in Spartan-3E FPGA. Figure 7 on the next page shows the RTL schematic of buck converter circuit when ’fuzzyfinal2’ was set as top module. It could be observed that there are five unit modules (u0, u1, u2, u3 and u4). The number of bits for input and output parameters is allocated including the interconnection of each submodules. The ’samplecorrection’ module fetches the input voltage from the ADC circuit and it will be converted from 8-bit to 12-bit. The ’errorgen’ module will then generate the voltage error and the ’normalizer’ module will normalize the error, so as to fit the membership functions assigned by the proponent. The normalized output is processed in ’fuzzyfinal’ module. This module produces the quotient in 24-bit. The ’buck’ module is responsible for fetching the duty cycle in 12-bit. It produces the voltage output in 24-bit and it will be sent back to ’errorgen’. The cycle continues until the system is able to achieve the desired output voltage.

Figure 7: RTL schematic of buck converter circuit

Figure 8: RTL schematic of buck converter circuit

(Top module: fuzzyfinal2) (Top module: fuzzyfinal)
Figure 8 shows the 'fuzzfinal' module, which applies to buck converter. This module is responsible for calculating the crisp output (duty cycle) obtained from the quotient of cgout and wtotal. The parameter 'cgout' is the numerator and 'wtotal' is the denominator. The numerator is obtained by adding the product of each constant and its equivalent weights. On the other hand, the denominator is the summation of the 25 weights.

4. Experiments and Analysis of Results

The experimentation is done systematically. First, the ADC gives an 8-bit digital input voltage and it was converted to 4-bit integer part and 8-bit fractional part to achieve accuracy. The program automatically computes for the voltage error and the change in error in 12-bit binary format. The FLC computes for the 10 triangular membership functions and generates the 25 weights. Finally, it gives a duty cycle that will step down (buck) the input voltage. It will be expressed in percentage for PWM module. Then, a feedback will be sent so as to monitor if the required output voltage has been achieved, if not, the FLC controller will continuously adjust the PWM module of the FPGA until the required output voltage is attained. In identifying the exact error that occurred in an approximation, the true value (V) is subtracted from the approximate value (V_{approximate}) obtained for different trials. This is commonly known as the absolute error formula, which is given by (5).

\[
\text{Absolute Error} = V_{\text{absolute}} = \left| V - V_{\text{approximate}} \right|
\]

Relative error compares the size of the error to the size of the object being measured (Web-5). In this test, the proponent expressed its relative error in percent. It is known as the Percentage Relative Error, given by (6).

\[
\text{Percentage Relative Error} = \left( \frac{\text{Absolute Error}}{\text{True Value}} \right) \times 100
\]

In simulating the DC-DC buck converter system, the proponent conducted 14 trials for different voltage inputs of range 2 to 3.3 in stepping down the input voltage to desired voltage output of 1.5 as shown in Table 2. This simulation is made for two different metrologies: Fuzzy Logic Matlab Toolbox and Excel Fuzzy Derivation termed as Caldo's Membership Function Template (CMFT). The proponent derived the Sugeno-style and Mamdani FIS fuzzy logic algorithms for dc-dc buck converter using Microsoft Excel and named it as CMFT (Caldo et.al, 2013). The results obtained using Matlab Fuzzy Logic Toolbox was compared with the results obtained using CMFT. The comparison between these two methods for obtained PWM duty cycle is tabulated. It was realized that there was a perfect correlation between the crisp outputs obtained for both methods. This means that there is perfect correlation of the variables being compared, regardless of input range. In general, Microsoft Excel and Matlab Fuzzy Logic Toolbox, of different programming platforms and of different methodologies, are correlated with each other and can both be powerfully used in dc-dc buck converter simulation.

| Table 2: Complete simulation results for dc-dc buck converter |
5. Conclusion

Developed in this research is a simulation model of buck converter using three programming platforms: Matlab Fuzzy Logic Toolbox, DevCpp and Excel VB Macro. The proponent had developed the fuzzy logic controller by fine tuning and trial and error method using the Mamdani and Sugeno style of fuzzy inference systems, the FAM Matrix for buck converter used by (Yusoff et.al, 2010) in the paper, 'Comparative Study of Fuzzy Logic Controller and Proportional Integral Derivative Controller on DC-DC Buck Converter', and the Output Membership Functions used by (Safarinejad et.al, 2012) in their paper entitled, 'Hybrid Fuzzy Logic Controllers for Buck Converter'. The FPGA-based hardware model of buck converter in one fuzzy logic controller to control duty cycle of Pulse Width Modulation (PWM) signal generator is VHDL coded and tested for accuracy and reliability. It has been verified experimentally from the simulations and actual data analysis presented that the FPGA-based FLC controller is working properly, considering that it established perfect correlation with three programming platforms used in the study. The novelty of this research is the use of three different programming platforms for simulation, fine tuning, monitoring and controlling purposes.

6. Recommendation and Future Directives

This research aims to provide a study of integration of a FLC controller in the FPGA platform, which is to be used in a DC-DC buck converter. If further researchers would want to provide improvement of the present research, the proponent has a few points of recommendations that might help. The proponent makes use of five (5)
classifications to interpret the 25 linguistic rules using triangular membership functions. Future researchers could go for higher classifications to generate larger number of rules. Also, they can use other type of membership functions such as trapezoidal and gaussian both for the input and output parameters. The performance of fuzzy control system was tested and evaluated in terms of accuracy and reliability. The system could be tested for load and line regulations. Also, the settling time could further be improved as its performance indicator. The implementation of buck converter in FPGA is purely mathematical. It is recommended to implement it in a hardware model using actual buck converter circuit. If greater efficiency is needed, the proponent recommends implementing the FPGA-based FLC controller on a boost and buck-boost converter. Also, the buck circuit design is limited to an input voltage range of 2V - 3.3V. Another recommendation, in response to the design limitations, would be to implement a design that would allow buck circuit higher than 3.3V. In addition, future researchers could consider using other computational intelligence metrologies such as neural networks, fuzzy-neural and genetic algorithms.
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Abstract

Artificial Neural Network (ANN) being a program-based computational intelligence technique is acquiring knowledge through training and learning. Considering that this tool is suited to environmental problems involving control and operation of multiple parameters, the proponent combines the concepts and principles of fuzzy logic and ANN and then uses them in assessing the quality of water in Taal Lake of Batangas City. Through the use of the sample raw of data of relative levels coming from the environmental quality standards of surface water and standard values, the parameters in the model are acquired. The goal of the study is to train and test an ANN system and compare the results with the use of fuzzy logic.
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1. Introduction

A standout amongst the most essential elements of water quality assessment is measuring and observing its physical, chemical and biological parameters. At present, different studies concentrated on the measures of these critical water quality evaluation parameters. However, the operations of those measurements and assessments usually depend on the human operation with experience. At the appropriate time, the nature of characterizing such evaluation for particular use included significant instabilities [1].

The greater part of the accessible strategies and instruments which intend to screen water quality parameters continuously is costly and require broad investigation. In the Philippines, it is important to lead examines that would address aquatic life concerns. Adjusted to this, the proponent might want to propose the use of Artificial Neural Network (ANN), which is showed in Figure 3, to help in providing less expensive tool to assess water quality. This endeavor is a continued study of water quality assessment in Taal Lake. The latter was entitled, Fuzzy Logic Control of Water Quality Monitoring and Surveillance for Aquatic Life Preservation in Taal Lake.

The water ecological quality evaluation including the single-element assessment and the coordinated assessment is characterized as the quantitative or qualitative assessment process for water quality base on the utilization and consumption of water as noted by the water quality examination and the observing data [2].
There are diverse strategies to discover rules, patterns and their relationships in a set of data. Artificial neural network (ANN) is a program-based computational intelligence technique, which is firstly introduced to understand the simulation of human brain via mathematical model [3]. Recently, ANN has been broadly used in different environmental models and processes. The ANN models have the ability to correctly represent complex and non-linear behaviors of poorly understood processes. It makes a system or model highly suited to the assessment of the fuzzy systems [4].

Recently, the ANN technology has been used to assess the quality of water environment because of the unique self-learning, self-composed, nonlinear approximation capability and good fault tolerance. Along these lines, the research of the water ecological quality evaluation has been done in light of the neural system in this paper [5].

![Figure 1: Taal Lake](photo courtesy of Balikas)

1.1 Objectives of the Study

Applying ANN in water quality assessment in Taal Lake is the main goal of this research. Specifically, this study aims to: a) train and test critical water quality parameters (inputs) of Taal Lake, b) develop a neuro-based water quality monitoring system in Taal Lake, c) test and assess the performance of the ANN system, and d) compare the results of using ANN versus Fuzzy Logic.

This paper comprises of the following major segments. In segment 2, the proponent describes the detailed assessment model. Segment 3 exhibits the evaluation occasion and the outcomes. Segment 4 finishes up the paper.

2. Integrated Assessment Model for Water Environmental Quality

2.1. Neural Network

Since 1990, neural network had become a frontal subject with fast development in the fields of engineering and information technology [6]. Because of its limited application, comprehensive consideration is vital in neural network in terms of filling the demands of engineering and characterizing their models.
Back-propagation (BP) neural network, as considered to be a simple structure, requiring fast and easy calculations for multi-input/multi-output parameters is a good choice in the application of integrated assessment for water environmental quality.

2.2. Integrated Assessment Model

![Figure 2. The flow chart of ANN](image)

The flowchart of the ANN as shown in Figure 2 has three layers: the input layer, the hidden layer and the output layer. It can be noted that the number of input layer is the same as the input variables (DO, NH$_3$ and NO$_2$). The number of units in the hidden layer cannot be less than the number of training cases. The output layer, on the other hand, is dividing the output of the associated previous layer by each unit in the output layer. [7]

![Figure 3. The model of integrated assessment which is based on BP neural network](image)

As shown in Figure 3, the model of integrated assessment has been up and described with three layers: input, hidden, and output which is in line with BP neural network. To make the model clearly describe, the set of X defined as the input layer while the Y as the output node. [5]

Figure 4 below is a further description of the process of the BP neural networks algorithm [8]. It can be observed that the error value being calculated between the values of the output and the target should be less than the allocated tolerance error. If this condition was met for all predefined parameters, it only suggests that the requirements of BP neural networks were achieved.
2.3. Fuzzy Logic Interface Systems

Fuzzy method is obtained from capability of human. This method develops membership functions based on human understanding. [9].

In the beginning, the proponents distinguished water quality specialists. The proponents with the specialists had gathered applicable field information for capability purposes. Considering the accessible information to be utilized for investigation is inadequate, the proponents created information on the scope of qualified information. Using poll and interview, the view of specialists about the semantic portrayal of lake water quality for checking and reconnaissance was acquired. The parameters distinguished for characterizing water quality by the specialists are: Ammonia (NH3), Nitrite (NO2) and Dissolved Oxygen (DO) as shown in Figure 5.
In outline, a fuzzy choice is the output of measuring the proof and its significance in the same way that people decide. Fluffy logic reflects human-like deduction where the human can derive a deduce an imprecise conclusion from an accumulation of uncertain premises [10].

The proponents make used of Mamdani method for the accompanying convincing reasons: a) it is unconstrained, b) it is normally utilized and generally acknowledged and c) it is suited to framework requiring human mediation.

2.3.1 Input/Output Membership Functions

In this study, there are three inputs into the water quality fuzzy controller, namely, ammonia, nitrite and dissolve oxygen. In line with this, there are three membership functions used to describe each critical water parameters. Every capacity is marked Very Poor, Poor, Fair, Good, and Very Good, and is appeared in Figure 8. The membership functions are indistinguishably named for better investigation. The yield of surveying the nature of water chooses whether the water quality is Highly Not Acceptable (HNA), Not Acceptable (NA), Just Acceptable (JA), Acceptable (A) or Highly Acceptable (HA). As shown in figure 9, binary value represents the functions. 1 as the highest and 0 as the lowest.
2.4. Fuzzy Logic Interface Systems Vs Neural Network

The proponents decided to compare the Fuzzy Logic and Neural Network to test if they can provide same results. After the test, the proponents realized that the Fuzzy Logic and Neural Network tools are perfectly correlated with each another. Fuzzy logic can make decisions based on the given data while Neural Network tries to incorporate human way of thinking to solve problems without employing the use of heavy mathematics. These two methods can be used to solve vague problems, but they have different ways of solving this. In fuzzy logic the proponents are to make the rules while the neural network it requires learning process and training data.

3. Application and Analysis

3.1 Results of Artificial Neural Network (ANN) Methodology
Taal Lake is playing an important role in the scenery of Batangas. Thus, surveillance and monitoring of the lake is vital. However, such process involves a great deal of uncertainty. This study overlooks modeling of both statistical uncertainties in the field data and cognitive uncertainties based on the knowledge of experts. The Bureau of Fisheries and Aquatic Resources (BFAR) water quality experts have identified three critical parameters for lake water monitoring and surveillance — Ammonia (NH$_3$), Nitrite (NO$_2$) and Dissolved Oxygen (DO) as the index of assessment. Moreover, the sample data can be chosen according to the value of quality standards for surface water environment of each factor. The criterion and actual values can be seen in Table 1.

### Table 1. Criterion of water quality (mg/L)

<table>
<thead>
<tr>
<th>LEVEL</th>
<th>Dissolved Oxygen (DO)</th>
<th>Ammonia (NH$_3$)</th>
<th>Nitrite (NO$_2$)</th>
<th>Expected Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Poor (VP)</td>
<td>1</td>
<td>0.032</td>
<td>1.2</td>
<td>1</td>
</tr>
<tr>
<td>Poor (P)</td>
<td>2.5</td>
<td>0.026</td>
<td>0.975</td>
<td>2</td>
</tr>
<tr>
<td>Fair (F)</td>
<td>5</td>
<td>0.02</td>
<td>0.75</td>
<td>3</td>
</tr>
<tr>
<td>Good (G)</td>
<td>6.5</td>
<td>0.01</td>
<td>0.375</td>
<td>4</td>
</tr>
<tr>
<td>Very Good (VG)</td>
<td>8</td>
<td>0.004</td>
<td>0.15</td>
<td>5</td>
</tr>
</tbody>
</table>

The proponent generated 500 data as graphed in Figure 12 on the appendix (between the ranges of observed concentrations) with respect to predefined membership functions. The data inputs are randomly generated using Excel VB Macro. Seventy percent of samples were taken as Training and the remaining 30% are equally divided to Validation and Testing samples. With the sample data, the neuron number of the hidden layer is computed as 20 on Matlab 7.8 platform. The parameter weights to layer 1 from input 1 are represented with $iw$, the parameter weights to layer represented with $lw$.

\[
2.0895 & -1.6739 & 1.7001 & -0.075467 & -2.2871 & -5.4515 & -4.0776 & -3.0302 & 1.071 & -1.3144 & 1.4624 & 0.55854 & 1.8782 & 0.5698 & -7.0699 & 0.15136 & 4.1373; 0.029231 & 3.96 & 0.43209; -1.1507 & -0.2775 & -2.1476 & -1.123 & -1.5968 & 1.6258; -1.0942 & -5.2725 & -2.4207 & 6.0732 & -6.0756 & -0.31664 & -2.3257 & -3.1581 & 3.2215; -3.2313 & 7.6749 & 1.5084; -1.5373 & 0.46874 & 1.7096 \end{bmatrix}
\]

\[
lw = \begin{bmatrix} 0.28496 & -0.024812 & 0.19686 & 0.23538 & -0.043372 & 0.072431 & -0.46899 & 0.73332; -0.036061 & 0.33651 & -0.48341 & -0.060198 & 0.094049 & -0.16447 & 1.3975 & 0.083104 & -0.051576 & -0.82858 & 0.17181 & 1.2014 \end{bmatrix}
\]

Figure 10 below shows the relationship of training error and epochs. It is observable that at about 39 epochs, the training error stabilized. The average error tolerance is computed to be 0.001.
In addition to above results, the figure below shows “very high correlation” between the target and the expected output values. It considers both individual and general samples. Refer to Table 2 for the correlation coefficient table.
3.2 Network Testing and Performance

Network testing and performance require additional or new set of input/output pairs called as test set. The test set is used in assessing the performance of the network after the training has been completed. It is a must that the test set is different from the training set [11].

Testing the criterion data in Table 3 gives correlated results as follows. The error is tolerable considering the classified range for each assessment.

Table 3. Criterion vs Test Data Results

<table>
<thead>
<tr>
<th>Data Count</th>
<th>NH3</th>
<th>NO2</th>
<th>DO</th>
<th>Target (Fuzzy-Based)</th>
<th>Output (Neuro-Based)</th>
<th>CLASSIFIED RANGE</th>
<th>ERROR</th>
<th>Water Quality Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.032</td>
<td>1.2</td>
<td>1</td>
<td>1</td>
<td>0.9751</td>
<td>0 to 1</td>
<td>0.1249</td>
<td>Very Poor (VP) Highly Not Accepted (HNA)</td>
</tr>
<tr>
<td>2</td>
<td>0.026</td>
<td>0.9751</td>
<td>2.5</td>
<td>2</td>
<td>1.612</td>
<td>1.1 to 2</td>
<td>0.388</td>
<td>Poor (P): Not Accepted (NA)</td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>0.75</td>
<td>6</td>
<td>3</td>
<td>2.629</td>
<td>2.1 to 3</td>
<td>0.372</td>
<td>Fair (F): Just Accepted (JA)</td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>0.375</td>
<td>6.5</td>
<td>4</td>
<td>3.471</td>
<td>3.1 to 4</td>
<td>0.629</td>
<td>Good (G): Accepted (A)</td>
</tr>
<tr>
<td>5</td>
<td>0.004</td>
<td>0.15</td>
<td>8</td>
<td>5</td>
<td>4.5273</td>
<td>4.1 to 5</td>
<td>0.4727</td>
<td>Very Good (VG): Highly Accepted (HA)</td>
</tr>
</tbody>
</table>

Figure 12. Criterion vs Test (ANN Method)

Taking [0.03 0.62 7.06] as the testing data of the ANN system, we will get a result of 2.6538. This is to say that, the quality of water in Taal Lake is Just Acceptable (between the range 2.1 to 3).

Table 4. Measure of Correlation Between Fuzzy Logic and Neural Networks of Water Quality Assessment
3.3 Fuzzy Logic Toolbox versus ANN Toolbox

MATLAB 7.8.0 (R2009a) incorporates into its accumulation of toolboxes a thorough API for creating fuzzy logic and neural networks. Alongside console-based programming offices, MATLAB 7. 8 incorporates an easy to-use GUI that embodies all capacities accessible in the Fuzzy Logic and Neural Networks Toolboxes. The proponents liked to utilize these toolboxes in this study [12].

The outcomes got utilizing Matlab Fuzzy Logic Toolbox was contrasted and the outcomes got utilizing Matlab Neural Network Toolbox. The comparison between these two methods is shown in Figure 14. It was understood that there was a very high relationship between the two methods. This legitimizes the unwavering quality and precision of the outcomes when a few trials (30 generated data) are made. The true error and the relative approximate error give an acceptable value (considering the range of expected output). This implies that regardless of the method utilized, the client and/or the specialist will in any case get the same accurate values for water quality assessment.

4. Conclusions

Based on BP neural network, the model of integrated assessment for water environmental quality has been successfully proposed and in addition connected to the detail instance assessment. The study showed that the ANN model is simple, available, stable and effective. This paper had introduced the algorithms of Fuzzy Logic and ANN. Its concepts and principles are used in water quality assessment. The result proponent gets is credible. The assessment is reliable due to very high correlation between Fuzzy Logic and ANN results. The combination of Fuzzy Logic and ANN approach is therefore can be applied in the assessment of water quality of Taal Lake.
The paper presents a technique employing artificial neural networks for automatic assessment of water quality. The paper is relevant and important as per the needs of the developing world. Also, it presents a cheaper approach to the assessment of water quality in Taal Lake, which will also apply most likely to the assessment of any other vital bodies of water in the country.
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Abstract
EEG is a convenient method to study the functional state of the brain and brain-body-mind connection. The mental activity characteristics of meditation is poorly defined in literature. This study investigates the EEG signal during meditation, a mental activity described as being in a state of calmness and focused attention. The objective is to study and extract features present in EEG signal during meditation. The approach taken to extract EEG features associated with meditation is done through time series analysis, using the normalized signal amplitude mean as the primary feature. EEG signal is recorded at point F3 and F4, during meditation and post meditation. A significant difference in signal amplitude mean between these two states of the mind was observed. The normalized amplitude mean of 0.00525 is proposed as a cut off, where normalized amplitude mean below 0.00525 is shown to be associated with meditation activity.

Keywords: EEG, Feature Extraction, Time Series Analysis, Amplitude Mean, Meditation.

1. Introduction

The human brain is a bio-chemical and a bio-electrical organ. The brain functions and communicates through neurotransmission, a phenomenon where signals are transmitted from one neuron to another via neurotransmitters. Neurotransmitters in the form of chemical messengers can be either stimulating or inhibiting. As chemical messengers (either exciting or inhibiting) binds to the receiving end of a neuron, the sum of stimulation, if it passes a specific threshold, would trigger the receiving neuron to fire off an electrical nerve impulse called an action potential which travels along the neuron. Upon reaching the end of the neuron, the electrical impulse triggers a release of neurotransmitters, and the process repeats itself on the next neuron. If the released neurotransmitters have an excitatory effect, it causes post-synaptic potentials at the excited receivers. Compared to an action potential, a post-synaptic potential has a larger field and duration is generally accepted as the source of EEG signal [1]. Neurons form an intricate network, and interaction among neurons gives rise to a dynamic ionic electrical fluctuation, commonly called 'brain waves', in the brain. 'Brain waves' are not truly waves produced by the brain, but are thus called due to the observed rhythmic changes in neural activity that takes the form of sinusoidal waves [2]. These rhythmic
wave forms appeared to reflect certain mental functions of the brain. Through careful observation, it is possible to identify specific patterns associated with different functional state of the brain and thus use the specific patterns, also known as EEG features, as classifiers of mental functions.

The research objective here is to investigate EEG features present during specific events or conditions, which are also called event related potentials (ERP). ERP associated with specific events can in turn be used as a classifier. The specific activity being studied in this research is meditation (a mental activity of calm, focused attention).

This article was written with the following sections: section 2 - a literature review on EEG development and measurement procedures, section 3 - methodology of this study, section 4 - results and discussion, and section 5 - conclusion.

2. Literature Review

Richard Caton first successfully recorded electrical activity with a mirror galvanometer and having non-polarisable electrodes firmly affixed onto the exposed brains of monkeys and rabbits [3]. Caton reported in 1875 that the pattern in electrical currents recorded appeared to have a relation to the functional state of the brain. In 1877, Caton reported observation of electrical variations mapped to states of wakefulness, sleep, anesthesia and death.

Electroencephalogram (EEG), the recording of 'brain waves', is a term coined in 1924 by German psychiatrist Hans Berger [4], who was the first to successfully describe changes in EEG recording associated with epilepsy. Many more application of EEG, clinical or otherwise, has been successfully employed since.

Evolution in EEG equipment and measurement procedure has resulted in modern EEG measurements to be non-invasive. The measurement procedure is performed by placing gold plated low impedance electrode on a person's scalp using a bit of adhesive conductive paste [5]. An EEG recording device has at least two electrodes, one placed at the reference point, often the ear mastoid, and the other electrode at a point of interest. Multiple electrode can be simultaneously placed at different point of interest. The EEG device compares the tiny fluctuating voltage at the measurement electrode with the reference electrode and registers the difference between them. It is common for EEG device to sample the measurements at a rate of 128Hz, 256Hz or higher, and changes in the difference between electrodes are recorded as a time series data set.

As each neuron produces only the slightest electrical current, it takes a collective of neurons in close proximity to fire at the same time for a change in voltage to be detected by the EEG device. Furthermore, the source (cerebral cortex) of the desired signal is located beneath layers of meninges (Pia, Aracnoid, Dura), skull, and scalp tissue. The electromagnetic signal must travel through these layers and are subjected to signal attenuation. As a result, temporal resolution of EEG is poor, with little or no difference detected by electrodes placed side-by-side each other. A standard electrode placement, the 10-20 electrode placement system shown in Fig. 1, was adopted by the International Federation in Electroencephalography and Clinical Neurophysiology in 1958 [6].
An advanced EEG recording device with the appropriate measurement procedures are required to reliably capture the desired signal, coupled with signal processing (Filtering and Feature Extraction) steps to produce results that can be mapped to various functional state of the brain.

One of the most commonly used methods for EEG signal processing is the EEG signal power spectrum, where the EEG signal is processed using the Fourier Transform, where the convoluted sinusoidal waves are broken down into their individual components for further analysis and classification. Fourier transform changes the data from the time domain to the frequency domain. The frequency of the transformed signal is separated into five categories, as shown in Fig 2. The categories are Delta band, which ranges from 0.5 - 4 Hz; Theta band, which ranges from 4 - 7 Hz; Alpha band, which ranges from 7 - 14 Hz; Beta band, which ranges from 14 - 30 Hz; and Gamma band, which includes frequencies higher than 30 Hz. Research on EEG signal has typically focused upon signals within the 0.5 - 30 Hz. This universal classification system has also developed into a framework for more advanced EEG research.

Figure 1. Top view of subject's scalp showing a simplified 10-20 standard electrode placement system for EEG electrode.
3. Methodology

This study is based on an experimental setup. Equipment requirement for this study centralizes around the Electroencephalogram. The device used is manufactured by CamNTech, named the CamNTech Actiwave Multichannel Recorder, a class 2a (EU) medical device. It includes the EEG recording device, electrode leads, conductive adhesive paste (for interface between electrode and subject’s scalp surface), and a docking interface which links the EEG recorder to a PC. The device comes with a user guide and the operational procedures were clearly described within the Actiwave User Guide [5].

One criterion in signal recording (sampling) lies with satisfying the Nyquist criterion. The Nyquist principle states that the sampling rate of the signal, $f_s$, must exceed twice the maximum frequency, $B$ (band-limit), for the signal to be reconstructed from the sample.

$$f_s > 2B$$  \hspace{1cm} (1)

This is a criteria that must be met in order to avoid signal aliasing, where two different sine waves can give the same samples if one of the sine wave has a frequency higher than half of the sampling frequency, rendering the actual (high frequency) data undetectable. Given that $x(t)$ is the original signal, and the Fourier transform of $x(t)$ is $X(f)$:

$$X(f) = \int_{-\infty}^{\infty} x(t)e^{-i2\pi ft} \, dt$$  \hspace{1cm} (2)

The Poisson summation formula shows that:

$$X_s(f) = \sum_{k=-\infty}^{\infty} X(f - kf_s)$$  \hspace{1cm} (3)

For $f > f_s/2$, the higher frequency component cannot be distinguished from a lower frequency component.
The Actiwave device sample signals at a rate of at least 128Hz, and capable of scaling upwards to over 1024Hz. Since most EEG signal of interest lies between 0.5Hz - 30Hz range, which has been widely accepted and segregated into Delta waves (0.5Hz - 4Hz), Theta waves (4Hz - 7Hz), Alpha waves (7Hz - 14Hz), Beta waves (14 - 30Hz), these signals lie well within the measurement range of this measurement devices.

Studies by [7]–[10] have observed increase in EEG theta band frequencies associated with meditation. The primary definition of meditation in this study is reliant upon the observation of increased theta band frequencies during meditation process.

Theta Healing® [11], a meditation practice founded by Stibal, who authored a book titled under the same name, stated that the Theta Healing® technique is a meditation process, when performed accordingly to the instructions, stimulates the brain to produce observable signals in the EEG theta band frequencies. The sampling frame for this study is drawn from Theta Healing® practitioners from Malaysia, Singapore, and Australia. Data collection were conducted at Theta Healing® seminars, at the respective venue, with permission and prior mutual agreement. Data collection takes place in the late afternoon, after the conclusion of regular seminar activities.

Subjects were tasked with performing Focused Attention Meditation guided by an audio recording [12] according to the standard practice of Theta Healing®. The subject was briefed with the procedure, and remain seated comfortably during the entire measurement. EEG electrodes was placed on the F3 and F4 according to the EEG 10-20 standard placements of electrodes (corresponding to the brain’s frontal lobe) of subject. The F3 and F4 points are selected based on previous studies [13-17], where F3 and F4 were some of the points where increase in theta band frequencies during meditation are more observable.

EEG measurements of these two points will be recorded during meditation and after the mediation process stops. The audio recording guides participants through approximately eleven minute visualization meditation process. At the end of the audio recording, subject is instructed to stop meditation activity. The EEG recording continues for another three minutes, recording post meditation signal. EEG data were then extracted and evaluated. The collected data goes through a data processing flow as shown in Fig. 3.
4. Results and Discussion

EEG signal from nine subjects are recorded. Each subject yielded results from two channels (F3 and F4). Data from each channel were sampled twice, each sample segment is eight seconds in duration. A total of 36 meditation data and 33 post meditation data were recorded. Figure 4 shows an example of an EEG recording.

Two 8 seconds segment of meditation data (highlighted in Figure 4) were extracted from between 100 - 700 seconds frame, with an example shown in Figure 5. Two 8 seconds segment of post meditation data (highlighted in Figure 4) were extracted from between 850 - 950 seconds frame, with an example shown in Figure 6.
A segmented meditation signal, as shown in Fig. 5 depicted a relatively rhythmic brain activity with balanced positive and negative voltage spikes. Whereas in Fig. 6, the post meditation signal shows voltage spikes that are much more lopsided on the positive voltage end.

The time domain signal were normalized and the amplitude mean, median, standard deviation, maximum, minimum, and range were quantified and compared. Among these statistical data collected, the amplitude mean data presented the most significant difference.

In Fig 7, we observe that normalized amplitude mean of meditation signal is generally lower by one to two order of magnitude.
By taking the average of the amplitude mean of each subject, the average meditation signal's amplitude mean is significantly lower as seen in Table 1.

Table 1. Signal amplitude mean and standard deviation comparison between meditation and post meditation.

<table>
<thead>
<tr>
<th>Subject #</th>
<th>Normalized amplitude mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 F3 data sample 1</td>
<td>1.000000</td>
</tr>
<tr>
<td>2 F3 data sample 2</td>
<td>0.001000</td>
</tr>
<tr>
<td>3 F4 data sample 1</td>
<td>1.000000</td>
</tr>
<tr>
<td>4 F4 data sample 2</td>
<td>0.001000</td>
</tr>
</tbody>
</table>

Figure 7. Meditation and post meditation signal amplitude mean of individual subjects.
There are some post meditation data, specifically subject #7 and #8 in Fig 7., observed to have low amplitude mean, similar to meditation data. It is likely these practitioners are still in meditation (state of calm focused attention) during post meditation, and these data collected during post meditation still reflected a physical state of meditation, possibly causing a negative impact on the accuracy of this study. The larger standard deviation in the post meditation data also supports the likelihood of this observation.

![Figure 7. Signal amplitude mean of meditation signal and post meditation signal of all nine subjects.](image)

From Fig. 7, a normalized amplitude mean of 0.00525 is proposed as a cut off. When the amplitude mean (of a normalized EEG signal) is centered around zero with a deviation less than 0.00525, the subject's functional state of mind is associated with the mental activity of meditation. A 84.06% accuracy is achieved in classifying meditation activity using this system. Accuracy was calculated as follows

\[
\text{Accuracy} = \frac{(\text{True Positive} + \text{True Negative})}{(\text{Positive} + \text{Negative})} = \frac{(32+26)}{(36+33)} = 84.06\%
\]

(4)

Matthews Correlation Coefficient was calculated as follows

\[
\text{MCC} = \frac{(TP)(TN)-(FP)(FN)}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}}
\]

(5)

with TP referring to True Positive (meditation classified as meditation), TN referring to True Negative (post meditation classified as post meditation), FP referring to False Positive (post meditation classified as meditation), and FN referring to False Negative (meditation classified as post meditation).
At 84.06%, this is the highest accuracy achieved using cut off at 0.00525, seen in Fig. 9. Also seen in Fig 9. is the Matthews Correlation Coefficient agreeing to 0.00525 as the best cut off option for this binary classifier.

![Figure 9. Classifier Accuracy and Matthew Correlation Coefficient when using varying normalized amplitude as classifier cut off.](image)

5. Conclusion

There is very little literature and research available in the study of EEG other than in clinically (disease/disorder) related situations. The finding in this research, as intended, successfully offers an additional feature - the amplitude mean, to be used as a feature for classification in the study of meditation EEG.

A 84.06% accuracy is achieved in classifying meditation activity by using the normalized amplitude mean with a cut off set at 0.08 as a yes-no criteria. The classifier’s accuracy leaves room for improvement. In order to improve upon this issue, it is suggested for further studies to have a larger sample size. It is also suggested to improve upon the data collection process, so as to maximize the distinction between the meditation state and post meditation state.
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Abstract
Cold is essential in 21st century living. Air conditioning, storage and transportation of food, data centre cooling, the storage of medical and blood-based products all require refrigeration and cooling. The demand for cold is projected to increase as the world population increases and becomes increasingly global. The liquid air energy and cold storage system utilises solar energy to produce liquid air as a form of energy storage. The expansion of air to generate electricity produces cold energy. The cold energy can be stored and utilised for various cold applications. The study aims to determine the eutectic-water-salt solution phase change material’s suitability as a cold storage system for the liquid air energy storage system using computational fluid dynamics, CFD and by experimental means. An economic analysis utilising present value calculations and levelised cost is used to determine the economic viability of the proposed system for food storage systems. It is found that magnesium nitrate eutectic-water salt solution is the best option as a cold storage system for the liquid air system based on the numerical and experimental studies and economic analysis.

Keywords: Liquid air energy storage, cold storage systems, phase change material, economic analysis

1. Introduction
The demand for cold application worldwide has increased over the years, specifically in the 21st century and is expected to continue to increase. Cold energy is required in the cold chain, from the production of food to the consumers; storing medicine, space cooling, data center cooling and in the industrial cooling systems. It is estimated that 200 million tonnes of food each year is wasted due to the lack of a cold chain; and 2 million vaccine prevented deaths due to the lack of cold storage and
refrigeration of these vaccines [1], [2]. It is estimated that 71% of data centres power consumption is due to the cooling requirements of the data centre [3].

With the event of climate change, home air conditioning alone accounts for 8% of electricity usage in the United States, and the European Commission has projected that the building cooling demand in the European region to further increase by 70% in the next 10 years. The demand for cold energy has been increasing exponentially since the start of the 21st century and is projected to continue to increase to meet the demand of growing population and an increasingly global community. It is estimated that by 2060, the demand for space cooling worldwide would exceed the demand for heat according to the Netherlands Environmental Assessment Agency [1]. The increase of space cooling requirement also increases the energy consumption proportionally and may lead to concerns in energy security.

Cold is essential for modern day living and it is paramount to ensure that cold is produced sustainably. This study focuses on the integration of cold capture in liquid air energy storage system and utilisation of captured cold in cold storage for food. The cold capture system used is eutectic-water salt solution phase change material. A numerical and experimental study was carried out to determine the most suitable cold storage material for the cold storage using the rate of cold charge and discharge, the effective NTU. An economic analysis of using the system was also carried out for the utilisation of food storage system.

2. Background

Renewable energy use worldwide has been increasing due to the demands of an industrialized and globalized country. However, renewable sources are generated at locations away from where the electricity demand is and often at off-peak hours. Energy storage systems are necessary to curb this waste of energy. Current energy storage systems include pumped hydro, compressed air energy storage, batteries, supercapacitors and thermal energy storage systems. There are challenges that restrict the use of these energy storage system. Pumped hydro and compressed air energy storage systems are geographically constraint. Batteries and supercapacitors have relatively short lifespan. There has been a recent increase in interest towards liquid air as an energy storage system. Liquid air energy storage system is a type of cold thermal energy storage. It isn’t location constricted and have a relatively long lifespan of 25 to 50 years [4]–[6].

Liquid air can be produced using renewable energy when the renewable energy produced is greater than the demand, this allows for energy to be stored in the form of liquid air instead of being wasted; or off peak electrical energy. The liquefied air can then be expanded used in power recovery cycles to run turbines which in turn generate electricity when required. The expansion of liquid air also generates cold energy, this cold energy can be captured and stored in phase change materials and used instead of conventional refrigeration systems.
Phase change materials use its latent storage capabilities to store thermal energy. Phase change materials (PCMs) are usually used in the storage of heat, ie heat from solar power; there are not many applications of PCMs for cold energy, especially at subzero temperatures. PCMs for cold energy are usually used for air-conditioning, and the making of ice [7], [8]. The ideal phase change material has large fusion heat, high thermal conductivity, excellent cyclic stability, proper phase change temperature, chemically stable and is easily manufactured and has low cost [7]. Fusion heat is essential for the PCM to store cold energy per unit mass, large fusion heat allows for more energy to be stored in a small unit mass. Thermal conductivity is important to conduct thermal energy throughout the material. Cyclic stability is the stability of the PCM over charging and discharging period, a longer cyclic stability allows the PCM to be used over a longer period of time. Chemical stability is important aspect of PCM to ensure that it does not react chemically with the heat transfer fluid or the containing medium. PCMs are categorised to three different categories, eutectic water-salt solution, non-eutectic water salt solution, and composite PCMs.

Eutectic water-salt solution have been selected considering safety, health and environmental condition. Eutectic water-salt solution PCMs have relatively less hazardous properties compared to the commercialized eutectic water-salt solution for sub-zero applications [9]. The PCMs, calcium chloride, potassium carbonate and magnesium nitrate water-salt solutions for this study were chosen based on their eutectic point closest to the temperature of regasification (-60°C) and cold refrigeration application (-10 - 0°C) and a high fusion heat by mass.

CFD has been used in the study of PCMs as latent heat storage material. Computational fluid dynamics is used in the study of PCM in various different applications, among which is the study of PCM in heat exchangers, cooling electronic systems, as well as heating, ventilation and air-conditioning [10]. There have been many applications of CFD in PCM research, however, many of the studies that have been carried out are on PCM latent heat storage for heating purpose. The storage of cold energy have been carried out, however not on subzero cold energy as required in this research.

Table 1. Summary numerical investigation of PCM using CFD

<table>
<thead>
<tr>
<th>System studied</th>
<th>Solver and schemes used</th>
<th>Findings</th>
<th>Assumptions and validation</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat storage – Storage efficiency with and without foil in the solidification process of KNO3-NaNO3 PCM in solar power generation using direct steam technology controlled by pure conduction</td>
<td>FLUENT 6.3</td>
<td>The use of aluminium foil accelerates the heat transfer rates.</td>
<td>The influence of natural convection was neglected.</td>
<td>[11]</td>
</tr>
</tbody>
</table>

Theoretical model validation.
gives a summary of studies in which CFD was used in the study of PCM.

There have been many applications of CFD in PCM research, however, many of the studies that have been carried out are on PCM latent heat storage for heating purpose. The storage of cold energy have been carried out, however not on subzero cold energy as required in this research.

Table 1. Summary numerical investigation of PCM using CFD

<table>
<thead>
<tr>
<th>System studied</th>
<th>Solver and schemes used</th>
<th>Findings</th>
<th>Assumptions and validation</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat storage – Storage efficiency with and without foil in the solidification process of KNO3-</td>
<td>FLUENT 6.3</td>
<td>The use of aluminium foil accelerates the heat transfer rates.</td>
<td>The influence of natural convection was neglected.</td>
<td>[11]</td>
</tr>
<tr>
<td>Heat storage – The effect of temperature difference on thermal energy by studying the heat transfer and fluid flow in a plate fin for rapid heat absorbed/released techniques</td>
<td>ANSYS FLUENT SIMPLE</td>
<td>Correlation between liquid fraction and thermal storage time; and transient heat flux and melting period.</td>
<td>Liquid PCM and air are compressible inside the plate-fin thermal energy storage/release systems.</td>
<td></td>
</tr>
<tr>
<td>Heat storage – The effect of internal tube position in the melting process of n-octadecane as PCM in concentric and eccentric double pipe heat exchanger</td>
<td>ANSYS FLUENT SIMPLE and PRESTO</td>
<td>Melting rate of both HEX was the same in early stage but the melting rate in the concentric model decreased towards end of melting process due to conduction between hot tube and cold solid PCM.</td>
<td>Experimental validation from literature.</td>
<td></td>
</tr>
<tr>
<td>Cold storage – The effect of grid resolution of accuracy of a simulated shell and tube HEX with PCM in shell side to analyse transient heat transfer during phase change process.</td>
<td>ANSYS CFX</td>
<td>CFD melting results is longer than experimental results due to the neglect of natural convection process.</td>
<td>Natural convection was not taken into account.</td>
<td></td>
</tr>
<tr>
<td>Cold storage – The reduction of internal building temperature fluctuations and increased time delay between internal and external conditions when using PCM in clay brick for building applications</td>
<td>ANSYS FLUENT SIMPLE and second-order upwind</td>
<td>Time delay increased by 3 hours and the temperature swing reduced by half.</td>
<td>Internal heat gains not taken into account.</td>
<td></td>
</tr>
<tr>
<td>Heat storage – The effect of heat source temperature and velocity of heat transfer fluid on the on thermal energy storage tank design.</td>
<td>Commercial CFD code.</td>
<td>Increase in heat transfer rate due to increase in velocity. The CFD and experimental results are in close agreement.</td>
<td>Experimental validation.</td>
<td></td>
</tr>
</tbody>
</table>
3. Methodology

The study utilizes numerical study of computational fluid dynamics, and process simulation from previous studies [17]; for cold charging of PCM and the experimental study was carried out to study the cold discharge of the PCM. A lifecycle cost analysis was carried out to determine the feasibility and economic benefits of utilizing a liquid air energy storage system with integrated cold storage.
3.1 Cold storage

The study on cold storage has been carried out using CFD and experimental. The capturing of cold was done using CFD as the cold capture experimentally involves extremely cold liquid nitrogen and complex experimental set-up. Both are required to give an overall view of the system.

The numerical study is used to model the capture of cold using computational fluid mechanics. Computational fluid dynamics, or CFD for short has been used widely in research. CFD studies are used to model flow and heat transfer simulations before carrying out experimental studies or where experimental studies are expensive. In this study, freezing and melting phase change is modelled by ANSYS FLUENT using its Solidification/Melting model. The software uses enthalpy-porosity formulation to model this phase change. The liquid-solid mushy zones are modelled as a porous zone with porosity equal to the liquid fraction. Liquid fraction is the fraction of the cell volume that exists in liquid phase. The liquid fraction is computed by the software based on the enthalpy balance for each iterations [18].

UniSim Design Suite under steady-state conditions was carried out by Lim et al [17] to determine the energy consumption and the energy generation from the process and well as the cold generated from the system. The energy consumption and generation data will be used in the lifecycle cost analysis and the cold generated was used for the CFD simulation.

CFD is used to model the phase change of water in an enclosed space with liquid nitrogen flowing through via a copper tube as described by Tan et al [19]. Figure 1 shows the test section used in the simulation. The tube wall was set to be a cooling heat source. The material of the pipe used is copper, the heat transfer model used is convection with a free stream temperature of 77K. The heat transfer coefficient used is 1,000 W/m²K (heat transfer coefficient for air).

![Figure 1: Test section (a) side view; (b) front view](image)

The solver was set to model transient flow using the SIMPLE and power law discretization methods. The effect of the use of different PCMs were tested using the same parameters. As mentioned, the PCMs were enclosed in the test section, and the cooling power was supplied from the tube opening in the geometry. The simulation was carried out as transient process for a simulation time of 1800s with a timestep of 0.1s.
Meshing was carried out using the MESH component in ANSYS FLUENT. Grid independence was carried out using the mesh refine function in ANSYS Fluent. This was done by running simulations of 60s simulation times with increasingly larger number of grids. This was stopped when the compared results obtained had a p-value of less than 0.005.

8 points are tested in the simulation. These points are P1 (0 mm, 0 mm), P1-2 (20 mm, 0 mm), P1-3 (30 mm, 0 mm), P2 (33.3 mm, 0 mm), P1-4 (40 mm, 0 mm), P1-5 (50 mm, 0 mm), P3 (66.6 mm, 0 mm), and P4 (100 mm, 0 mm). Initial 4 points (P1, P2, P3, P4) were used, however, after the first set of simulation, it was found that the freezing region only occurred before P2. Hence, an additional 4 points (P1-2, P1-3, P1-4, P1-5) were tested. These points are shown in Figure 1. The properties of the PCMs are listed in Table 2 and Table 2 are utilized in the specification of material in the simulation.

Table 2. Properties of PCM

<table>
<thead>
<tr>
<th>PCM</th>
<th>Melting Temperature (K)</th>
<th>Latent heat (J/g)</th>
<th>Density (kg/m³)</th>
<th>Heat capacity (J/kg.K)</th>
<th>Thermal conductivity (W/m.K)</th>
<th>Viscosity (kg/ms)</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>29.8 wt% CaCl₂/H₂O solution</td>
<td>229.49 242.02 240.51</td>
<td>13.25 1.258 3,100.0</td>
<td>0.52 5.032 x 10⁻³</td>
<td>[7], [9], [20], [21], [22]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39.6 wt% K₂CO₃/H₂O solution</td>
<td>237.02 251.07 249.17</td>
<td>26.18 1.400 3,000.0</td>
<td>0.52 6.300 x 10⁻³</td>
<td>[7], [9], [20]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.5 wt% Mg(NO₃)₂/H₂O solution</td>
<td>242.31 249.40 247.08</td>
<td>185.7 1,330 3,665.1</td>
<td>0.52 2.310 x 10⁻³</td>
<td>[7], [9], [21], [22]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Experimental study was carried out to study the release of captured cold. The phase change material was cooled initially using solid carbon dioxide. The PCM was considered ready to use when the temperature achieve the temperature of the solid carbon dioxide which is -60°C or 213K. The PCM is left to discharge its energy and temperature reading was measured at an interval of 5 min with a T-type thermocouple until all the PCM melted.

The experimental results will be used to calculate the effective number of heat transfer units in a heat exchanger, or effective NTU for short. It is defined as the ratio of the actual heat released, which would be calculated from the experiment; and the theoretical heat released which is obtained from DSC analysis from 213K to the melting point. The effective NTU was used to evaluate the performance of the system. It is calculated using Equation 1.

\[
\varepsilon_{NTU} = \frac{Q_{Actual}}{Q_{Theoretical}} = \frac{m_{HTF}c_{p,HTF}(T_{w,f}-T_{w,i})}{Q_{Theoretical}}
\]

(1)

Where
\varepsilon is the effective NTU;
Q_{Actual} is the actual cold released by the cold storage system; 
\( m_{HTF} \) is the mass of heat transfer fluid; 
\( C_{p,HTF} \) is the specific heat capacity of heat transfer fluid which in this case is water; 
\( T_{w,f} \) is the final temperature of heat transfer fluid; 
\( T_{w,i} \) is the initial temperature of heat transfer fluid.

3.2 Lifecycle cost analysis

Lifecycle cost analysis of the system takes into account the full cost of the system throughout the lifetime of the system. This includes the total capital cost and operating and maintenance cost. The total cost would then be converted to the present value using a discount rate of 9%, the acceptable rate for liquefaction systems [23]. The area to be cooled is a 25 m\(^2\) (5 m by 5 m) floor space. The four walls of the room have cooling coils running through them where air that is regassified circulates and cools the room. The system includes 21 m\(^2\) solar panels with a rating of 3 kW for sunlight intensity of 1000 W/m\(^2\). The liquid air system runs for 24 hours and uses 0.39 kW to generate 1 kg of liquid air and releases 0.20 kW of power when 1 kg of liquid air is expanded; and would run over the span of 25 years.

![Liquid air system](image)

Figure 2. Liquid air system (a) Overall process cycle; (b) Cold storage system

The costing for the system in this study was done by considering the cost of individual components obtained from suppliers. The individual components have been chosen based on the parameters required to produce and generate power from liquid air and is estimated to be USD 28,381. Total capital cost is the total cost of building the system which is a one off cost that is incurred at the beginning of the system lifecycle and is listed in Table 3.

<table>
<thead>
<tr>
<th>Type of cost</th>
<th>Percentage of equipment cost</th>
<th>Cost (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equipment cost</td>
<td>-</td>
<td>28,381</td>
</tr>
</tbody>
</table>
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Cost of engineering 25% 7,095.25
Contractor fee 5% 1,419.05
Contingency cost 5% 1,419.05
Total capital cost, \( T_{\text{Cap}} \) (USD) 38,314.40

The cost of electricity in Malaysia for medium size industry tariff for off-peak usage is considered to be USD 0.0498 [24]. The maintenance cost is the cost incurred to provide maintenance for the system, this is taken to be 5% of the equipment cost [25]. The lifecycle cost analysis then takes the base date, this current year; as the date to which all cash flows are discounted. This is considered the present value of the system.

The total sum of the operation and maintenance for the lifetime of the system is the sum of the present value of the electricity and maintenance over the lifetime of the system.

\[
C_{O&M,\text{PV}} = C_{E,\text{PV}} + C_{M,\text{PV}}
\]

\[
C_{E,\text{PV}} = \sum_{i=1}^{n} \frac{C_{E,i}}{(1+r)^i}
\]

\[
C_{M,\text{PV}} = \sum_{i=1}^{n} \frac{C_{M,i}}{(1+r)^i}
\]

Where
\( C_{E,i} \) is the cost of electricity for the particular year \( i \).
\( C_{M,i} \) is the cost of maintenance for year \( i \).
i is the year from the beginning of the lifecycle of the system to the end of the 25 years.

The total cost of the system is then the annualised total capital cost and the annualised cost of operation and maintenance over 25 years.

\[
C_{\text{Total}} = C_{\text{Cap}} + C_{O&M,\text{PV}}
\]

Levelised cost of the system, LCOS is the net present value of a unit cost of electricity over the lifetime of the generating asset. It is the total cost of the system over the total operating hours of the system. It is also described as the cost per kWh storage capacity.

\[
LCOS = \frac{\text{Total cost of system}}{\text{Total hours of operation}} \ (\$ \text{ per kWh})
\]

An average cooling system for a cold storage room of the given size costs $26,859. This is calculated based on the price of a cold storage room of that size and cooling capacity, converted to present value. The cost ratio of the liquid air energy storage system with cold storage and the average conventional cooling system enables one to compare the cost of the proposed system.

4.0 Results and Discussion

4.1 Cold storage

The spread of cold (the temperature drop) extends to over 75% of the PCM body, however the temperature drop of 50% of the cold spread is less than 60 K. The rate of cooling is shown in Figure 3 for 8 points in the test section.
Figure 3. Rate of temperature decrease for PCM: (a) CaCl\(_2\); (b) K\(_2\)CO\(_3\); (c) Mg(NO\(_3\))\(_2\)

The magnitude of the rate of temperature decrease, \(dT/dt\) decreases with time for all three PCMs at P1. \(dT/dt\) for CaCl\(_2\) and K\(_2\)CO\(_3\) at P1-2 also decreases with time but increases for Mg(NO\(_3\))\(_2\) before decreasing. The rate of temperature decrease with respect to distance from the cooling source remains relatively constant for CaCl\(_2\) and K\(_2\)CO\(_3\) PCM solutions. Mg(NO\(_3\))\(_2\) solution has the highest rate of decrease of the three PCMs at P1 and the lowest rate of decrease at P1-2. This gives a difference of 9.81 K/min. This corresponds to the melting point and latent heat of fusion of the Mg(NO\(_3\))\(_2\) solution as seen in Table 2. The initial temperature drop is fast due to its melting point and the spread of cold through the PCM is lowest due to the high latent heat of fusion. This allows Mg(NO\(_3\))\(_2\) to store more cold per unit mass of solution.

Figure 4 shows the rate of solidification of the PCM. The rate of solidification of CaCl\(_2\) and K\(_2\)CO\(_3\) is the same at P1. Both PCM freezes almost immediately. The rate of solidification for P1 for Mg(NO\(_3\))\(_2\) slower at 25%/min. At P1-3 all three PCMs hardly froze. At P1-2, the rate of solidification is 5.5%/min, 6.3%/min and 7.1%/min for CaCl\(_2\), K\(_2\)CO\(_3\) and Mg(NO\(_3\))\(_2\) respectively. The onset of solidification at P1-2 began after 30 minutes, 24 minutes and 40 minutes for CaCl\(_2\), K\(_2\)CO\(_3\) and Mg(NO\(_3\))\(_2\).

Figure 4. Rate of solidification of PCM: (a) CaCl\(_2\); (b) K\(_2\)CO\(_3\); (c) Mg(NO\(_3\))\(_2\)

The total area of total solidification for the PCMs are 3.66%, 4.20% and 3.19% of the total area of the test section for CaCl\(_2\), K\(_2\)CO\(_3\) and Mg(NO\(_3\))\(_2\). This shows that the PCM solution is able to absorb cold energy from the surrounding at a higher rate than the other two PCMs. The total area for total solidification and partial solidification
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for Mg(NO$_3$)$_2$ is the lowest of all PCMs at 3.19% and 1.33%, showing that Mg(NO$_3$)$_2$ solution is able to store more cold. This concludes that the Mg(NO$_3$)$_2$ solution is a suitable cold storage as it would be able to store a larger amount of cold at a higher rate than the other two PCMs that have been studied.

Computational fluid dynamics is a useful tool in analysis of heat transfer as it allows the analysis to be carried out without manufacturing elaborate equipment. The CFD simulations give a visual representation of data and allows for quick modifications to the set-up without manufacturing. However various assumptions in the simulation simplifies the complexity of real life systems and neglect certain physical properties.

4.2 Experimental study

Figure 5 displays the cold discharge curves for calcium chloride, potassium carbonate and magnesium nitrate solutions with the melting temperatures of each PCM. The initial discharge of cold is rapid and it slows down around the melting onset and then rapidly increases as the melting is completed.

![Figure 5. Experimental temperature vs time curve for (a) CaCl$_2$; (b) K$_2$CO$_3$; (b) Mg(NO$_3$)$_2$.](image)

It is assumed that all the cold energy from the expansion of liquid air is absorbed by the phase change material and the cold released during the PCM discharging process to the HTF is equivalent to the process of heat transfer in a heat exchanger. Hence Equation 1 is used as a measure of the effectiveness of the heat transfer.

<table>
<thead>
<tr>
<th>PCM</th>
<th>$Q_{\text{Theoretical}}$ (latent heat) (J/g)</th>
<th>$\varepsilon_{\text{NTU}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaCl$_2$</td>
<td>25.09</td>
<td>0.5146</td>
</tr>
<tr>
<td>K$_2$CO$_3$</td>
<td>51.60</td>
<td>0.5053</td>
</tr>
<tr>
<td>Mg(NO$_3$)$_2$</td>
<td>165.28</td>
<td>0.4880</td>
</tr>
</tbody>
</table>

The highest effective NTU by the experimental analysis shows that calcium chloride has the highest effective NTU, making it the most efficient phase change material to be used as storage material among the three. However the effective NTU of CaCl$_2$ is merely 0.0093 more than that of K$_2$CO$_3$ and 0.0266 more than Mg(NO$_3$)$_2$. 
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Converting the effective NTU into percentage, all three PCMs are approximately 50% effective, considering for heat transfer applications, 50% effective NTU is reasonable. Therefore all three PCMs have reasonable effective NTU.

Considering all factors, the PCM magnesium nitrate is considered the most suitable PCM for liquid air energy storage with integrated cold storage system.

4.2 Lifecycle cost analysis

The economic viability of the energy storage system can be determined by the levelized cost of the system, LCOS. The LCOS shows the cost per kWh of electricity produced by the system. The hours of autonomy of the system is also calculated to determine the duration that the system is able to function “off-grid”. The cost index is used to compare the liquid air energy storage system as compared to conventional systems for food refrigeration.

The cost of the system is considered along with the generation of electricity due to the expansion of liquid air. The total cost of the system along with the solar panels is calculated to be $36,342. The cost ratio of the system compared to the conventional refrigeration room is 1.35, which translates to $9,483 additional cost. The LCOS of the system is $0.1659/kWh. The cost of electricity generated is however still higher than the off peak cost of electricity from the grid ($0.0498/kWh). In terms of hours of autonomy, the cold storage is able to operate for 29.3 hours without any electrical energy source from one cycle. This is beneficial in rural areas where electricity supply may not be reliable. The operation of cold storage without electricity supply allows for food and medicines to be stored even when there is no electricity. All these factors combined indicates that the cold storage system integrated with liquid air energy and cold storage system has the economic potential to replace the conventional system as a cooling system.

5.0 Addressing the Grand Challenges for Engineering

The realization of an integrated liquid air energy and cold storage system would assist in addressing two of the 14 Grand Challenges for engineering, making solar energy affordable and to improve and restore urban infrastructure. The integration of the system into existing infrastructure would reduce the dependence upon grid energy for cold applications. The use of solar energy for liquefaction would help make solar energy economical as shown in the economic analysis. Cold energy is in high demand globally. Cold energy is required to cool data centres, store and transport food, store vaccines, medicines and blood for blood banks, air conditioning etc [2]. The incorporation of liquid air energy storage as well as cold capture in building is able to supply part of the cold energy needed to address part of the cold demand. This would reduce the reliance on the supply of cold to be from grid energy, thus reduces the
demand for electricity from the grid, restoring and improving urban infrastructure, which is one of the 14 Grand Challenges for engineering.

6. Conclusion

The demand for cold energy is constantly increasing due to the modern lifestyle and event of climate change. Food security, medicines, space cooling, data centre cooling is only part of the need for cold energy. Cold is also highly polluting producing large amounts of carbon dioxide and contributing to the depletion of the ozone layer due to the HFC leaks from refrigeration system. Hence the need for a clean alternative for generation of cold is required.

Liquid air energy and cold storage utilises the solar energy to generate both electricity and cold energy. Three eutectic water-salt solutions were studied, 29.8wt% calcium chloride/H$_2$O solution, 39.6wt% potassium carbonate/H$_2$O solution and 34.5wt% magnesium nitrate/H$_2$O solution as potential PCM storage material of liquid air system. Based on the CFD as well as experimental results, 34.5wt% magnesium nitrate/H$_2$O solution is the most suitable for cold storage application. It has a latent heat of 185.69 J/g, it is able to store 185.69 J of cold per gram of solution. The melting/freezing point of the solution is 247.08 K, this temperature falls within the temperature range of various cold applications. The CFD analysis shows the rate of cooling and solidification of the PCM and it is found that the rate of cooling and solidification of the magnesium nitrate/water solution PCM is favourable as a cold storage medium. The effective NTU analysis shows that the calculated value of effective NTU for the solution is 48.8% which is slightly less than the 50% effective NTU threshold set.

The economic analysis of the system is also carried out and it is found that as compared to conventional systems over a period of 25 years, the cost ratio of the system is 1.35 and the LCOS is higher as compared to the cost of electricity generation from the grid. However, it runs solely on solar power and has a 29 hour autonomy period, making it essentially self-sufficient which is useful in rural areas where electricity is scarce and an economically viable option. Further study can be done to further reduce the cost of the liquid air system as well as studying the use of the system in different applications.
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Abstract

The effects of size of perforations on the natural frequencies of rectangular and circular plates have been studied by numerous researchers. The present work focuses these concepts on an irregular shaped plate such as the guitar soundboard. A plate is considered as irregular if its shape is neither rectangular nor circular. However, as the shape of the soundboard is irregular, a satisfactory analytical solution has yet to be found. Therefore, a numerical study using the finite element method is used to determine the effect of a perforation upon the natural frequencies of the soundboard. CATIA was used to model the soundboard and ANSYS was used in the analysis. Results of the analysis show that the variation of natural frequencies with mode numbers can be represented by a linear relationship for each sound hole of constant radius. These results also show that size of sound holes have negligible effect on the natural frequencies.

Keywords: Soundboard, perforation, natural frequencies, mode numbers

1. Introduction

Perforations or cut-outs are commonly found in many mechanical, civil, aerospace, missiles and marine structures. Their main function is to reduce the weight of these huge structures or simply to allow access to mechanical components and electrical systems for maintenance purposes. They are also used for ventilation purposes and in some cases for modifying the resonant frequencies of the structures.
Perforated plates are widely used in nuclear power plant equipment, heat exchangers as well as in pressure vessels.

Various methods have been used to investigate the effects of perforations on the natural frequencies of plates. Aksu and Ali [1] investigated the dynamic characteristics of rectangular plates with one to two cut-outs using finite difference formulation and verified their findings from experimental data. Ali and Atwal [2] considered simply-supported rectangular plates with rectangular cut-outs using the Raleigh-Ritz method. Natural frequencies of rectangular plates with an arbitrarily located rectangular cut-out were determined using the Rayleigh quotient by Lee et. al [3]. The least-squares method was used by Hegarty and Ariman [4] to investigate the free vibration of a simply-supported and clamped rectangular plate with a central circular hole. Cho et.al [5] used the assumed mode method and Lagrange’s equation of motion to determine the natural frequencies of rectangular plates by subtracting the energy of openings from the energy of the plate.

The effects of variously shaped holes on the free vibration of rectangular plates were investigated by Huang and Sakiyama [6]. Variously shaped perforations considered were rectangular, circular, elliptic and oval in nature. Experimental analysis using holographic interferometry and finite element analysis were used by Monahan et.al [7] to investigate a clamped plate with different sizes of cut-outs. The stiffness of trapezoidal sheets perforated by different arrays of holes was carried out by Kathagea et.al [8]. Natural frequencies and mode shapes obtained from digital speckle interferometry by Romero et.al [9] were compared to those obtained from approximate analytical solution by the Rayleigh-Ritz method using orthogonal polynomials.

Mali and Singru [10], [11] introduced the concept of negative masses for perforations and obtained the fundamental frequency of a rectangular plate with four circular perforations arranged in a rectangular pattern. Lam et.al [12] obtained a deflection function for an originally complex domain of a rectangular plate with cut-outs and non-homogeneity by dividing the domain into appropriate rectangular segments. Lam and Hung [13] used this method in combination with orthogonal polynomials generated by the Gram-Schmidt process to investigate plates with cracks and cut-outs.

The objective of the current work is the study of the effects of perforations on the natural frequencies of an irregular shaped plate in the form of a guitar soundboard. The perforation is in the form of a sound hole. Various sizes of sound holes are used in this study. The effects on the natural frequencies caused by sound holes of various sizes are investigated over the first fifteen modes. The numerical study involving modal analysis is performed using ANSYS. Results of this study could be used in conjunction with the acoustic component of ANSYS for future studies in attempts to improve the acoustic power of the guitar.

2. Methodology
2.1 Modelling
A Torre’s model of a guitar soundboard is adopted for this study. It was modelled using CATIA with dimensions consistent with that of a Torre’s model. This model is shown in Fig. 1a and saved with a file extension of .stp. This file is then imported into ANSYS for modal analysis. The contour of the Torre’s model is constructed using a 9-centre method proposed by Boulosa [14] and is as shown in Fig. 1a. Fig. 1b shows the position of the normal-sized sound hole of radius 41.9 mm.

![Contour dimensions of Torre’s soundboard using 9-centre method [14].](image1)

2.2 Modal Analysis

The modal analysis module from ANSYS was used for this study and the soundboard was imported for analysis. Properties of the material used are summarised in Table 1.

(a) Material properties used are as follows:

![Dimensions and position of sound hole](image2)
Table 1. Plate Specifications of Soundboard

<table>
<thead>
<tr>
<th>Material</th>
<th>White Spruce</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s modulus, (E) (Pa)</td>
<td>1.0E10</td>
</tr>
<tr>
<td>Poisson’s ratio, (\nu)</td>
<td>0.42</td>
</tr>
<tr>
<td>Density, (\rho) (kg-m(^{-3}))</td>
<td>430</td>
</tr>
<tr>
<td>Thickness, (h) (mm)</td>
<td>2.0</td>
</tr>
</tbody>
</table>

(b) Type and Properties of Element used in the analysis:

**Element type:** Solid186 (hexahedral)

**Properties of Element:**
This element has mid-side nodes and is used for three-dimensional modelling of solid structures and allows for quadratic displacements. It has 20 nodes and three degrees of freedom at each node: translations in the nodal \(x\), \(y\), and \(z\) directions. It also allows for plasticity, stress stiffening, large deflections and large strains. \(\text{KEYOPT}(2) = 0\) specifies uniform reduced integration technology, \(\text{KEYOPT}(3) = 0\) ensures that the element is a non-layered structural solid, and \(\text{KEYOPT}(6) = 0\) specifies pure displacement formulation.

(c) Analysis Criteria:

- Number of modes to evaluate = 15
- Boundary Condition: The soundboard is clamped around its outer contour.
- Mesh type used for mesh convergence study: Coarse, Medium, Fine.

![Figure 2a. Coarse Mesh](image1)
(Number of nodes: 2257
Number of elements: 291)

![Figure 2b. Medium Mesh](image2)
(Number of nodes: 6454
Number of elements: 872)
3. Results

Numerical results from ANSYS for mesh independent tests for soundboards with no hole, normal-sized hole of radius 41.9 mm, medium-sized hole of radius 49.0 mm and for a large-sized hole of radius 53.0 mm are shown in Tables 2, 3, 4 and 5 respectively.

<table>
<thead>
<tr>
<th>Table 2. Frequency convergence (no hole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary Condition: CLAMPED</td>
</tr>
<tr>
<td>Soundboard (no hole)</td>
</tr>
<tr>
<td>Meshing Mode No.</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>Coarse</td>
</tr>
<tr>
<td>Nodes</td>
</tr>
<tr>
<td>Elements</td>
</tr>
</tbody>
</table>
Table 3. Frequency convergence, normal-sized hole (R41.9mm)

<table>
<thead>
<tr>
<th>Mode No.</th>
<th>Coarse $f$ (Hz)</th>
<th>Medium $f$ (Hz)</th>
<th>Fine $f$ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>179.54</td>
<td>173.91</td>
<td>172.18</td>
</tr>
<tr>
<td>2</td>
<td>265.55</td>
<td>254.88</td>
<td>251.99</td>
</tr>
<tr>
<td>3</td>
<td>354.66</td>
<td>344.81</td>
<td>342.03</td>
</tr>
<tr>
<td>4</td>
<td>379.97</td>
<td>366.55</td>
<td>362.81</td>
</tr>
<tr>
<td>5</td>
<td>540.73</td>
<td>516.98</td>
<td>510.85</td>
</tr>
<tr>
<td>6</td>
<td>575.18</td>
<td>555.28</td>
<td>550.32</td>
</tr>
<tr>
<td>7</td>
<td>623.20</td>
<td>602.46</td>
<td>596.24</td>
</tr>
<tr>
<td>8</td>
<td>652.14</td>
<td>627.95</td>
<td>621.66</td>
</tr>
<tr>
<td>9</td>
<td>720.82</td>
<td>699.13</td>
<td>693.51</td>
</tr>
<tr>
<td>10</td>
<td>793.94</td>
<td>764.69</td>
<td>757.41</td>
</tr>
<tr>
<td>11</td>
<td>966.61</td>
<td>931.12</td>
<td>920.7</td>
</tr>
<tr>
<td>12</td>
<td>973.77</td>
<td>931.69</td>
<td>922.58</td>
</tr>
<tr>
<td>13</td>
<td>1018.3</td>
<td>982.61</td>
<td>973.35</td>
</tr>
<tr>
<td>14</td>
<td>1049.3</td>
<td>1013.2</td>
<td>1004.2</td>
</tr>
<tr>
<td>15</td>
<td>1081.5</td>
<td>1037.7</td>
<td>1024</td>
</tr>
</tbody>
</table>

Table 4. Frequency convergence, medium-sized hole (R49.0mm)

<table>
<thead>
<tr>
<th>Mode No.</th>
<th>Coarse $f$ (Hz)</th>
<th>Medium $f$ (Hz)</th>
<th>Fine $f$ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>179.21</td>
<td>174.41</td>
<td>172.29</td>
</tr>
<tr>
<td>2</td>
<td>272.16</td>
<td>263.34</td>
<td>259.16</td>
</tr>
<tr>
<td>3</td>
<td>352.64</td>
<td>342.38</td>
<td>339.12</td>
</tr>
<tr>
<td>4</td>
<td>377.78</td>
<td>366.51</td>
<td>362.09</td>
</tr>
<tr>
<td>5</td>
<td>532.93</td>
<td>515.64</td>
<td>507.4</td>
</tr>
<tr>
<td>6</td>
<td>600.51</td>
<td>580.13</td>
<td>572.91</td>
</tr>
<tr>
<td>7</td>
<td>616.43</td>
<td>596.47</td>
<td>589.03</td>
</tr>
<tr>
<td>8</td>
<td>652.12</td>
<td>631.36</td>
<td>623.58</td>
</tr>
<tr>
<td>9</td>
<td>729.24</td>
<td>704.79</td>
<td>696.21</td>
</tr>
<tr>
<td>10</td>
<td>798.93</td>
<td>771.61</td>
<td>761.84</td>
</tr>
<tr>
<td>11</td>
<td>964.38</td>
<td>930.15</td>
<td>917.65</td>
</tr>
<tr>
<td>12</td>
<td>966.79</td>
<td>931.52</td>
<td>919.96</td>
</tr>
<tr>
<td>13</td>
<td>1015.8</td>
<td>979.87</td>
<td>966.46</td>
</tr>
<tr>
<td>14</td>
<td>1042.5</td>
<td>1007.8</td>
<td>996.45</td>
</tr>
<tr>
<td>15</td>
<td>1098.9</td>
<td>1052.6</td>
<td>1036.2</td>
</tr>
</tbody>
</table>

Nodes  
Nodes: 2257, 6454, 14819

Elements  
Elements: 291, 872, 2042
**Table 5. Frequency convergence, large-sized hole (R53.0mm)**

<table>
<thead>
<tr>
<th>Boundary Condition: CLAMPED Soundboard (R53.0mm)</th>
<th>Coarse</th>
<th>Medium</th>
<th>Fine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meshing Mode No.</td>
<td>$f$(Hz)</td>
<td>$f$(Hz)</td>
<td>$f$(Hz)</td>
</tr>
<tr>
<td>1</td>
<td>179.1</td>
<td>173.78</td>
<td>172.27</td>
</tr>
<tr>
<td>2</td>
<td>277.9</td>
<td>266.36</td>
<td>263.36</td>
</tr>
<tr>
<td>3</td>
<td>353.12</td>
<td>341.54</td>
<td>339.11</td>
</tr>
<tr>
<td>4</td>
<td>377.45</td>
<td>365.21</td>
<td>361.71</td>
</tr>
<tr>
<td>5</td>
<td>536.03</td>
<td>515.72</td>
<td>509.45</td>
</tr>
<tr>
<td>6</td>
<td>608.59</td>
<td>590.03</td>
<td>584.65</td>
</tr>
<tr>
<td>7</td>
<td>620.98</td>
<td>592.87</td>
<td>587.44</td>
</tr>
<tr>
<td>8</td>
<td>659.9</td>
<td>632.97</td>
<td>626.86</td>
</tr>
<tr>
<td>9</td>
<td>743.69</td>
<td>707.66</td>
<td>702.15</td>
</tr>
<tr>
<td>10</td>
<td>806.4</td>
<td>776.84</td>
<td>769.25</td>
</tr>
<tr>
<td>11</td>
<td>964.44</td>
<td>924.19</td>
<td>915.25</td>
</tr>
<tr>
<td>12</td>
<td>973.92</td>
<td>928.94</td>
<td>919.85</td>
</tr>
<tr>
<td>13</td>
<td>1028.4</td>
<td>976.53</td>
<td>966.4</td>
</tr>
<tr>
<td>14</td>
<td>1047.9</td>
<td>1002.4</td>
<td>993.62</td>
</tr>
<tr>
<td>15</td>
<td>1108.5</td>
<td>1055.4</td>
<td>1042.5</td>
</tr>
</tbody>
</table>

| Coarse | Medium | Fine |
| Nodes | 2188 | 6600 | 14272 |
| Elements | 279 | 890 | 1961 |

Numerical results from ANSYS for variation of frequency with mode number for various sizes of sound holes are shown in Table 6. Radii of the holes are in millimetres.

**Table 6. Natural Frequency (Hz) versus Mode Number for Various Hole Size**

<table>
<thead>
<tr>
<th>Boundary Condition: CLAMPED/Meshing: Fine</th>
<th>Hole Size (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode No.</td>
<td>R41.9</td>
</tr>
<tr>
<td>1</td>
<td>172.18</td>
</tr>
<tr>
<td>2</td>
<td>251.99</td>
</tr>
<tr>
<td>3</td>
<td>342.03</td>
</tr>
<tr>
<td>4</td>
<td>362.81</td>
</tr>
<tr>
<td>5</td>
<td>510.85</td>
</tr>
<tr>
<td>6</td>
<td>550.32</td>
</tr>
<tr>
<td>7</td>
<td>596.24</td>
</tr>
<tr>
<td>8</td>
<td>621.66</td>
</tr>
<tr>
<td>9</td>
<td>693.51</td>
</tr>
<tr>
<td>10</td>
<td>757.41</td>
</tr>
<tr>
<td>11</td>
<td>920.7</td>
</tr>
<tr>
<td>12</td>
<td>922.58</td>
</tr>
<tr>
<td>13</td>
<td>973.35</td>
</tr>
<tr>
<td>14</td>
<td>1004.2</td>
</tr>
<tr>
<td>15</td>
<td>1024</td>
</tr>
</tbody>
</table>
The effects of normal-sized hole (R41.9mm), medium-sized hole (R49.0mm) and large-sized hole (R53.0mm) on the natural frequencies of the soundboard are shown in Fig. 3.

![Effect of hole size on frequency](image)

**Figure 3.** Variation of Frequency with Mode Number for normal-sized, medium-sized and large-sized hole sizes.

4. Discussion

Data from mesh independent tests shown in Tables 2, 3, 4 and 5 for soundboards with no-hole, R41.9mm small-sized hole, R49.0mm medium-sized hole and R53.0mm large-sized hole indicate that the natural frequencies converge to more accurate values as mesh sizes are refined. The relatively smaller difference in magnitude of the frequencies between the medium and fine meshes as compared to those between coarse and medium meshes indicate that the natural frequencies have converged to more accurate values. This indicates that the final values of the natural frequencies are independent of mesh size. For the fine mesh, the average value of the element quality of 0.432 indicate that the cell quality is good. The average values of the parallel deviation and aspect ratio of the element are 7.030 and 4.425 respectively.

The effects of holes of different sizes on the natural frequencies of the soundboard are studied using soundboards perforated by a normal-sized hole (R41.9mm), a medium-sized hole (R49.0mm) and a large-sized hole (R53.0mm). Fig.3 indicates that the effect of sound holes of different sizes on the natural frequencies can be quantified by a linear relation between the natural frequencies and mode number. The R-squared values of approximately 98.2 to 98.3% for the no-hole and large-sized hole soundboards also indicate that the numerical values of the natural frequencies are very close to the predicted values of the regression model. Similar effects are also observed for the normal- and medium-sized hole soundboards from Fig. 3.

Fig. 3 also indicates that the data points for the normal-sized and the medium-sized hole soundboards follow almost similar trend lines to those of the no-hole and
large-hole soundboards. These results lead to the conclusion that the sizes of the sound holes in this investigation has negligible effects on the natural frequencies of the soundboard.

5. Conclusion

The properties of the element SOLID186 are appropriate for this analysis. Mesh independence has been established and the natural frequencies of the soundboard have converged to accurate values.

The sizes of the sound holes used in this investigation are found to have no or negligible effects on the natural frequencies of the soundboard.
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Abstract
This paper studies the algorithms that can be used for detecting unusual feature in electrocardiograms (ECG). Medical doctor relies heavily on ECG for the diagnosis of heart disease. The shape of the ECG curve contains very important data and information about heart condition. The ECG signal was produced from the electrical conduction of heart muscle when the heart is pulsating when pumping blood throughout the body. Information extracted from ECG will be used to study numerous malign or even life-threatening cardiac disease. A variety of algorithm based on various methods had been developed to study the heart-disease. Attention is paid on focusing the measurement of QT interval in ECG signal. Wiener filter will be used to filter off noise and unwanted interference from the original ECG signal. The property of the filtered signal is studied and assessed using a variety of methods like statistics and wavelet. Wavelet is applied on the filtered signal to extract special feature associated with the recorded ECG signal. The final result shows that special feature appears on the filtered signal indicating that certain anomaly is present in the ECG signal. Comparison of the Haar wavelet transform with the Daubechies method shows similar feature but different wavelet. Daubechies wavelet transform marks the T wave offset early while the Haar shows the feature later.

Keywords: Wavelet transform, ECG feature extraction, algorithm, QT interval.

1. Introduction

The analysis and identification of the shape of ECG signal is important for the diagnosis of cardiac disorders. The ECG signal pattern show the amplitude and relative intervals of the different waves (P, QRS and T wave). Automatic ECG feature extraction methods are important as manual beat-by-beat measurement of ECG points is not practical in clinical practice.

QT interval is one of the most important ECG feature. The prolonged time-interval for QT means malign cardiac arrhythmias and can lead to sudden cardiac death.
Study had shown that certain drug can prolong the QT interval, causing adverse effect on the heart [1]. Many algorithms for ECG feature extraction had been developed. Further study is being carried out on the proper formalisation of QT interval.

This paper will discuss and present the commonly used methods for measuring QT interval. Besides conventional, semi-automated and automated measurement methods will also be discussed. This paper will also explore for a novel algorithm to filter off noise from a signal so as to extract feature of tremor from ECG (Electrocardiography) signal. Investigation will be carried out on the pattern of ECG (Electrocardiography) signal. Attention will be paid to find a novel algorithm to filter off noise so as to study the ECG (Electrocardiography) signal.

![Typical ECG pattern](image)

Figure 1. Typical ECG pattern [2]

Table 1: Physiological duration of the characteristic components of an ECG pattern [3]

<table>
<thead>
<tr>
<th>Wave or interval</th>
<th>Guide value for the physiological duration in s</th>
</tr>
</thead>
<tbody>
<tr>
<td>P wave</td>
<td>0.05 – 0.10</td>
</tr>
<tr>
<td>PQ interval</td>
<td>0.13 – 0.20</td>
</tr>
<tr>
<td>Q wave</td>
<td>&lt; 0.05</td>
</tr>
<tr>
<td>QRS complex</td>
<td>0.05 – 0.10</td>
</tr>
<tr>
<td>S wave</td>
<td>&lt; 0.04</td>
</tr>
<tr>
<td>QT interval</td>
<td>0.18 – 0.52</td>
</tr>
</tbody>
</table>

2. Literature Review

In the study of signal processing, many filters of different configurations and designs were used to filter and reduce the effect of noise from signals obtained from particular sources. The Wiener filter is used to generate a desired random process by using the method of linear time-invariant (LTI) of filtering of an observed noisy signal, assuming known stationary signal and noise spectra.
The filter algorithm is trying to minimize the mean square error between the random signal and the desired signal.

2.1 Noise Filtering Using Wiener Filter

The main purpose of designing a Wiener filter is to compute a statistical unknown signal using a known signal as input. The filtering of the known signal will produce output as an estimate. The input signal may consist of unknown signal of interest that has been corrupted by the addition of noise [4]. The concept of the Weiner filter is based on a statistical approach like the Minimum Mean-Square Error (MMSE). It can filter out the noise from the corrupted signal to provide the signal of interest [5].

When designing a Wiener filter, one is assumed to have the knowledge of the spectral properties of the original signal and its noise [6]. The property of the filter is linear time-invariant which can produce an output very close to the original signal. It is frequently used in the process of convolution and deconvolution. The characteristics of Wiener filters are:

a) The signal and the noise are stationary linear stochastic processes with known spectral characteristics or known autocorrelation and cross-correlation.
b) The filter can be constructed physically and tested to achieve the desired output.
c) The performance criterion for the filter is Minimum Mean-Square Error (MMSE).

2.2 Application of Wiener Filter

The Wiener Filters are used widely in the field of digital communication, control systems, image processing and signal processing. The filter can be used in image processing and signal processing to remove unwanted noise from picture and signal. It is used as a pre-processor to remove noise from an audio signal, especially speech, before speech processing.

The wide application of Wiener filter can be grouped into the four areas as shown.

- Noise reduction
- Signal detection
- System detection and identification
- Deconvolution

2.3 Wiener filter

The Wiener filter [7] is used to produce an estimate of a desired output signal by linear time-invariant (LTI) filtering of an observed noisy signal, assuming known stationary signal and noise spectra. The function for the Wiener filter is to minimize the mean square error between the estimated random signal and the desired signal.

3. Theory and Research Methodology

The Wiener filter has 3 possible solution cases. The first is noncausal solution where a noncausal filter is analysed that requires an infinite amount of both past and future data. The second is a causal solution where a causal filter is used. The third is
the finite impulse response (FIR) where a finite amount of past data is used [8]. The first case is simple to solve but is not realistic for real-time applications. Wiener filter main usage is solving the second case where the causality requirement is in effect. Noncausal solution

\[
G(s) = \frac{S_{y,x}(s)}{S_x(s)} e^{\alpha s}
\]  

(1)

Where \( S \) are spectra. Provided that \( g(t) \) is optimal, then the minimum mean-square error equation reduces to

\[
E(e^2) = R_s(0) - \int_{-\infty}^{\infty} g(\tau) R_{x,s}(\tau + \alpha) d\tau
\]  

(2)

and the solution \( g(t) \) is the inverse two-sided Laplace Transform of \( G(S) \).

Causal solution

\[
G(s) = \frac{H(s)}{S_x(s)}
\]  

(3)

Finite impulse response of Wiener filter for discrete series

Figure 2. Block diagram of noise filtering.

Figure 2 shows the block diagram of the FIR Wiener filter for discrete series. An input signal \( w[n] \) is convolved with the Wiener filter \( g[n] \) and the result is compared to a reference signal \( s[n] \) to obtain the filtering error \( e[n] \).

In order to derive the coefficients of the Wiener filter, consider the signal \( w[n] \) being fed to a Wiener filter of order \( N \) and with coefficients \( \{a_i\} \), where \( i=0, 1, 2, ..., N \). The output of the filter is denoted \( x[n] \) which is given by the expression

\[
x[n] = \sum_{i=0}^{N} a_i w[n - i]
\]  

(4)

The residual error is denoted by \( e[n] \) and is defined as \( e[n] = x[n] - s[n] \). The Wiener filter is designed so as to minimize the mean square error. This can be stated as follows:

\[
a_i = \arg \min E\{e^2[n]\}
\]  

(5)
where $E\{\}$ denotes the expectation operator. The mean square error (MSE) may be written as:

$$E\{e^2[n]\} = E\{(x[n] - s[n])^2\}$$

$$= E\{x^2[n]\} + E\{s^2[n]\} - 2E[x[n]s[n]]$$

(6)

To find the vector $[a_0, ..., a_N]$ which minimizes the expression above, calculate its derivative with respect to $a_i$

$$\frac{\partial}{\partial a_i} E\{e^2[n]\} = 2 \sum_{j=0}^{N} R_w[j-i]a_j - 2R_{sw}[j] \quad i=0, ..., N$$

(7)

Letting the derivative be equal to zero results in

$$\sum_{j=0}^{N} R_w[j-1] a_j = R_{sw}[i] \quad i=0, ..., N$$

(8)

which can be rewritten in matrix form $Ta = v$

$$\begin{bmatrix}
R_w[0] & R_w[1] & ... & R_w[N] \\
R_w[1] & R_w[0] & ... & R_w[N-1] \\
... & ... & ... & ... \\
R_w[N] & R_w[N-1] & ... & R_w[0]
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
... \\
a_N
\end{bmatrix}
=
\begin{bmatrix}
R_{sw}[0] \\
R_{sw}[1] \\
... \\
R_{sw}[N]
\end{bmatrix}$$

(9)

These equations are known as the Wiener-Hopf equations. The matrix $T$ appearing in the equation is a symmetrical Toeplitz matrix. Under suitable conditions on $R$, these matrices are known to be positive definite and therefore non-singular yielding a unique solution to the determination of the Wiener filter coefficient vector, $a = T^{-1}v$. Furthermore, there exists an efficient algorithm to solve such Wiener-Hopf equations known as the Levinson-Durbin algorithm so an explicit inversion of $T$ is not required.

4. Experimental Setup

The experiment was setup to extract feature of tremor from ECG signal. Figure 3 shows the steps and methodology involved in carrying out the study on the signal. At first mathematical equations are formulated to conduct the filtering of noise. Data of ECG signal is collected in which the Wiener algorithm is applied to filter off the noise. Auto-correlation and Cross-correlation is applied in the process. To extract the ECG features from tremor, Haar wavelets and Daubechies wavelets were applied to the process.
In this experiment, the recordings of 16 subjects with Parkinson’s disease (PD) were investigated. Parkinson’s disease shows the symptom of progressive loss of dopamine neurons in the substantia nigra of the midbrain and is associated with tremor, bradykinesia and rigidity. Regular or harmonic tremor is a phenomenon seen in Parkinson’s disease. The frequency for the tremor is shifted to a lower range typically of 4-6 Hz [8]. The amplitude for the tremor increases, the shape of the oscillation will change. Initially these changes are intermittent, becoming more obvious as the disease progresses.

This database shown 16 index finger with tremor velocity. These subjects received chronic high frequency electrical deep brain stimulation (DBS) either uni- or bi-laterally within one of three targets:

- Vim = the ventro-intermediate nucleus of the thalamus (n=3),
- GPi = the internal Globus pallidus (n=7), or
• STN = the subthalamic nucleus (n=6).

In this surgical operation, an electrode is implanted into subcortical structures (Vim, Gpi or STN) for long-term stimulation at frequencies greater than 100 Hz.

![Diagram of electrode implantation]

Figure 4. Velocity laser recording of rest tremor

5. Results and Discussions

The figure 5a show the ECG signal extracted from Parkinson patient. The signal contains information on the abnormalities hidden in the human heart. It also contains noise and interference created from the measuring equipment.

Wiener filter and wavelet of figure 5b shows the signal with the noise removed using the filter. The Wiener filter was applied on the original signal to remove those unwanted noise and interference. The final output was plotted out to compare with the original signal. Wavelet is more flexible as it can provide more scope and level for analysis. The special feature could be extracted using Wavelet, the results are highlighted using the square box.

The original and raw ECG signal is fed into FIR Wiener filter to obtain the filtered result. Software will provide the algorithm to calculate the new waveform.

Figure 5c shows the wavelet analysis on original signal. It indicates that special feature exist in the ECG signal as evidenced in the wavelet plot. Figure 5d shows the histogram and cumulative histogram for the original ECG signal.
Figure 5(a) : Original signal, (b) Filtered signal.
Figure 5c: Haar wavelet analysis on original signal as shown in Figure 5a.
Figure 5d: Daubechies wavelet analysis on original signal as shown in Figure 5a.
Figure 5e: Histogram and Cumulative Histogram for Original Signal.

**Table 2. Mean, Variance and Standard Deviation for the ECG Signal**

<table>
<thead>
<tr>
<th>Signal Filename</th>
<th>Mean</th>
<th>Variance</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>g1ren</td>
<td>0.81388</td>
<td>20.45624</td>
<td>4.52286</td>
</tr>
</tbody>
</table>

The above mentioned wavelet transform method has the disadvantage that the detection of the characteristic points in the ECG is dependent on the firstly determined R peak because the latter is used for the calculation of all other values. The precise and exact R peak detection is therefore essential since an error affects all further points. Despite the influence of the R peak point, the multi-resolution wavelet transform and the decomposition of the signal allow a close approximation of the ECG signal given that for every single feature appropriate details can be selected which make noticeable one particular feature.

Comparison of the Haar wavelet transform with the Daubechies method shows similar feature but different wavelet. Daubechies wavelet transform marks the T wave offset early while the Haar shows the feature later.

The remaining discrepancy in the mark of the determined T wave offset between automated algorithms and expert annotations is exemplified in the two different existing versions for the algorithm developed by Hayn [9]. When they modified their algorithm to increase the agreement with the evaluation by physicians and therefore the performance of their algorithm, the reduction of agreement with other algorithms resulted. This ambiguity illustrates the need of further research on this regard.
6. Conclusion

Many different algorithms based on diverse methods have been developed for the automated ECG feature extraction. They are efficient and characterised by a high performance and show results that fulfil the requirements for sensitivity and error ranges satisfactorily. Today, automated ECG feature extraction algorithms are standard in clinical practice and support physicians in the evaluation of ECG curves and medical diagnosis. A significant factor in this context is the saving of time which becomes more important in consideration of current changes in health care systems. Another advantage of automated algorithms is the elimination of operator-dependence which makes measurements more reproducible.

Nevertheless, the precise detection of ECG features is still not resolved or completed. The development of an algorithm that is able to take into account the amount of information contained in the ECG waveform is meaningful but challenging. The extensive ability of humans in pattern recognition and matching cannot be reproduced by a computer so far. Moreover, the ECG shapes show a wide variability because the anatomy, physiology and functionality of the heart are different from human to human. Patterns differing to a great extend can still be physiological instead of indicating an underlying heart disease.

Still, there is no gold-standard or algorithm that would give precise and always reliable results as illustrated in the study carried out by Baumert et al where it turned out that none of the tested algorithms was able to detect a QT variability after the infusion of a QT prolonging drug. Moreover, these results pointed out the requirement of a high qualitative, noise free ECG recording because noise affects the performance of extraction algorithms. Especially for the QT duration the clear detection of the T wave offset which is however often masked by noise is crucial because a prolongation of only a few milliseconds (in an interval of a total length of up to 500ms or more) can indicate a cardiac disorder. This fact points out the requirement of precise and exact measurements.
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Abstract
The current study was conducted to enhance the acoustic absorption performance of fibrous materials. The industrially prepared fiber has thinner diameter compared to the fresh fiber. This reduction in the diameter of industrial fibers is observed due to various chemical treatments, at the cost of the removal of moisture contents. In previous studies the acoustic absorption performance of single fibrous material showed lower acoustic absorption at low frequency region. Current research is initiated to improve this shortcoming by combining the granular materials with fibrous materials. This new composite of fiber and grain is named as fibro-granular composite. The acoustic absorption performance of this composite which is the combination of coir fiber and rice husk, is illuminated in this paper in terms of the simple Delany-Bazley and rigid frame Johnson-Champoux-Allard model. The calculated value of the sound absorption coefficient of coir fiber-rice husk composite is compared to the simple coir fiber composite in order to validate the analytical results. The comparison shows the better acoustic absorption performance of fibro granular composite at low frequency due to higher flow resistivity. The probable cause of this phenomenon is due to the incorporation of rice husk grains as a compensation for the removal of moisture contents. The effective amount of the fiber diameter reduction, which has significant effect in the enhancement of low frequency sound absorption, has not been addressed yet. The study aimed to introduce this new concept of fiber diameter reduction amount in the formulation of the analytical approaches. The analysis of the variability of the fiber diameter after the industrial processing is investigated in this paper in terms of rigid frame Johnson-Champoux-Allard model. Finally the elimination of three major environmental problems which are noise pollution, environmental pollution and waste elimination is highlighted in this study.

Keywords: Fiber, Grain, Fiber diameter, Acoustic absorption.
1. Introduction

An increasing demand for producing natural acoustic materials is the outcome of the raising concern of noise and environment pollution. These materials have drawn considerable interests in noise reduction for building construction, automotive interior noise, room interior surface and household applications. In the last few years the green technology has been studied to replace the agricultural waste with the traditional fibers for noise absorption purpose due to their biodegradability, lightweight, cost effective, nontoxic and nonabrasive quality. Coir fibers are highly abundant across all parts of the world. It is an important agricultural waste in Malaysia. The individual fiber cell is hollow and the presence of the hollow cavity in fibers decreases its bulk density and makes coir fiber light and delicate to serve as an acoustic and thermal insulator [1].

In order to achieve the better fiber quality, the pre-treatment of fresh natural fiber is needed for commercial use in parallel with synthetic fiber. Among various pre-treatment techniques, alkaline treatment or mercerization is a common method of producing high quality industrial fibers. It complements the fibers with anti-fungus quality and thinner diameter at the cost of the removal of some acoustic absorption substances like oil, wax, pectin and hemicellulose and other impurities with which the fiber's surface is covered [2]. Shahani F et al. [3] reported that finer fiber with reduced diameter enhances the sound absorption performance of nonwoven fabric material by reducing the possible connectivity of pores.

Rice is a commonly cultivated crop in almost all parts of the world. Two widely abundant agricultural residual wastes, which exist due to the cultivation of rice crop are- rice husk and rice straw. The potential of these two products are reported to be used as important resources of renewable energy. But unfortunately this energy gets wasted by open burning while disposed for the next crop, which leads to the environment pollution by carbon emission. Rice husk has highly moisture resistible, incombustible and anti-fungal material qualities. It is a great resource as a raw biomass material for producing composite materials. In order to improve the mechanical properties of natural fiber composites, rice husk waste is found to be an effective filler in fiber-matrix composite [4]. Rice husk waste has been investigated as an efficient acoustic absorber at low frequency region. It has been reported that dried rice husk together with polyurethane binder showed significant value of sound absorption coefficient at low frequency region compared to wood shaved materials. The absorption peak was found at a frequency of 250 Hz for 25% rice husk-polyurethane composite with a value of 0.889 [5].

Thus far, numerous researchers have approached distinct models to predict acoustic performance of natural fibers and their composites. Many of them have shown outstanding achievements in revealing the potential usage of natural fibers in sound absorption technology. Delany M and Bazley E [6] introduced a simplified model of sound propagation in porous media by using only parameter- flow resistivity. This is an intrinsic property of porous material which determines the acoustical behaviour of the material. Their method is still considered as good and fast approximation to the solution. Based on flow resistivity Delany and Bazley estimated the surface acoustic impedance, to obtain the sound absorption coefficient of a single layer, homogenous porous material. However it is observed that the Delany-Bazley model is unable to predict the frame resonance information in the overall absorption pattern.
In 1994, a rigid frame method was introduced by Johnson-Allard to predict the acoustic characteristics of porous materials. In this model the frame was considered as motionless. This model involves five non-acoustical parameters—flow-resistivity, porosity, tortuosity, viscous characteristics length and thermal characteristics length. [7].

Mahzan S et al.[8] studied the effectiveness of coir fiber-recycled rubber composite as a promising sound absorbing material. The effect of second hand rubber and polyurethane resin as a binder was investigated in two composite structures at various compositions to investigate the possible substitution of traditional and metal fiber. The result showed higher absorption coefficient for mid to high frequency range which is 0.8-0.85 for 25% polyurethane together with coir fiber and rubber grain composite. It was found that the lower content of binder influence the density and porosity value of the material.

The purpose of this study is to investigate the absorption phenomena of fibro-granular composite in order to enhance the acoustic absorption performance of fibrous materials. This new composite is the combination of natural fiber and bio-granulates of arbitrary grain sizes. A new factor, fiber diameter reduction($d_{red}$) is incorporated in the formulation in order to determine the effective amount of fiber diameter reduction, for the best value of acoustic absorption coefficient.

2. Analytical Models

2.1 Delany-Bazley- Model

The theoretical explanation of the absorption phenomena of various porous materials was stated by many authors by proposing various models. The aim of almost all the models was to estimate the materials acoustical parameters such as characteristic impedance, surface acoustic impedance and wave propagation constant. In order to estimate the characteristic impedance $Z_f$ and wave propagation constant $\gamma_f$, Delany M and Bazley E [6] has developed an empirical formula of a homogenous and isotropic fibrous materials and normalized them into a dimensionless group. Since this method depends only on the flow resistivity parameter of the material, their model is considered to be a simple model and easy for fast approximation. This model can be used for large frequency range and availability of the flow resistivity of the material. However, the implementation of the model is restricted to a certain range of flow resistivity ($\sigma$), which is $1000 \leq \sigma \leq 50000$ MKS rayl m$^{-1}$ and porosity close to 1.

According to Delany M and Bazley E [6], the empirical relations for characteristic impedance $Z_c$, propagation constant $K$ and surface acoustic impedance $Z$ can be stated below as in terms of flow resistivity $\sigma$ [9]

$$Z_c = \rho_0 c_0 \left[ 1 + 0.057 b^{-0.754} - i(0.087 b^{-0.732}) \right]$$

$$k = \frac{2 \pi f}{c_0} \left[ 0.189 b^{-0.595} + i(1 + 0.0978 b^{-0.7}) \right]$$
\[ Z = Z_c \coth (k \cdot d) \]  
(3)

Where \( \rho_0 \) is the air density, \( c_0 \) is the speed of sound in air, \( f = \text{Sound wave frequency} \), \( d \) is the thickness of porous layer, \( b = \frac{\rho_0 f}{\sigma} = \text{dimensionless parameter} \). This model is applicable only for \( 0.01 \leq b \leq 1.0; \)

### 2.2 Johnson-Champoux-Allard Model

In the rigid frame Johnson-Champoux-Allard Model, the solid phase of the frame remains motionless. In this model five non-acoustical parameters- flow-resistivity (\( \sigma \)), porosity (\( \varphi \)), tortuosity (\( \alpha_c \)), viscous characteristics length (\( \Lambda \)), and thermal characteristics length (\( \Lambda' \)) are involved in the expression of the effective density \( \rho(\omega) \) and the bulk modulus \( K(\omega) \) of the rigid framed porous materials. The effective density \( \rho(\omega) \) [10] and bulk modulus \( K(\omega) \) [11, 12] are stated in Eqs. (4) and (5),

\[
\rho(\omega) = \alpha_{\infty} \rho_0 \left[ 1 + \frac{\sigma \varphi}{j \omega \rho_0 \alpha_{\infty}} \sqrt{1 + \frac{4 \sigma^2 \varphi}{\omega^2 \rho_0 \omega^2}} \right] \tag{4}
\]

\[
K(\omega) = \frac{\gamma \rho_0}{\gamma - (\gamma - 1)} \left[ 1 - \frac{j \eta^2 N_p \rho_0 \omega}{\Lambda^2 \omega^2} \right] \tag{5}
\]

Where, \( \gamma = \text{Ratio of the specific heat capacities of air, } P_0 = \text{Atmospheric pressure, } N_p = \text{Prandtl number of the air and } \omega = \text{Angular frequency.} \)

The expression for characteristic impedance \( Z_c(\omega) \), the complex wave number \( k_c(\omega) \), surface acoustic impedance \( Z \) can be estimated by the following Eqs. (6), (7) and (8) respectively [12, 13]:

\[
Z_c(\omega) = \frac{1}{\varphi} \sqrt{\rho(\omega) \cdot K(\omega)} \tag{6}
\]

\[
k_c(\omega) = \omega \sqrt{\rho(\omega) / K(\omega)} \tag{7}
\]

\[
Z = Z_c(\omega) \cdot \coth( k_c(\omega)) \tag{8}
\]

On the basis of above mentioned models, surface acoustic impedance \( Z \) can be estimated by using Eq. (8), the sound absorption coefficient \( \alpha \) at a normal incidence of the porous layer while backed with a rigid wall can be calculated as:

\[
\alpha = 1 - \frac{\left| Z - Z_0 \right|^2}{\left| Z + Z_0 \right|^2} \tag{9}
\]

Where, \( Z_0 = \rho_0 c_0 \) = Impedance of the air.
3. Methodology

Based on research, the study illustrated the methodology flow chart in order to introduce the concept of the amount of fiber diameter reduction in the above formulations. This concept will be useful for the assessment of the effective amount of fiber diameter reduction which will have a significant role for the enhancement of acoustic absorption. The study reported that the removal of fiber moisture content can be compensated by introducing the filler/granular materials. Figure. 1. shows the methodology flow chart of the current study.

![Methodology Flow-Chart](image-url)

Figure 1. Methodology Flow-Chart

Stacy E [14] stated that sound absorption is the measure of the propagation of sound energy that falls on a given surface and is not reflected. Hence the effectiveness of any porous material depends on the value of its sound absorption coefficient which is close to one, with an absorption plane on a large frequency range. In order to predict the sound absorption coefficient of any fibro-granular composite materials, the study investigated composite structure of coir fiber and rice husk materials for acoustic absorption purpose. Data collected from relevant published studies [15-17] to predict the value of sound absorption coefficient by using new parameter. Matlab\textsuperscript{R} 7.0 editor does the job for running the plot of sound absorption coefficient in the frequency range between 0-5kHz.

4. Results and discussion

Flow resistivity of fibrous material [18] and loose granular material [19] can be estimated from the following empirical Eqs. (10) and (11) having bulk density. Bulk density of a porous material can be defined by the mass per unit volume.

\[
\sigma_f = 490 \frac{d_{bulk}}{d_{fiber}}^{0.61}
\]  \hspace{1cm} (10)

\[
\sigma_g = \frac{400(1-\varphi_g)^2(1+\varphi_g)^5\mu}{\varphi_g D^2}
\]  \hspace{1cm} (11)
The measured values of parameters $\sigma$, $\varphi$, $\alpha_\infty$, $\Lambda$ and $\Lambda'$ for coir fiber(C.F) [16] and the new fibro-granular composite which is coir fiber-rice husk (C.F+R.H) [15-17] are furnished in Table.1.

Table 1. The comparison study of the five parameters of C.F and C.F+R.H at 45mm thickness.

<table>
<thead>
<tr>
<th>Material</th>
<th>Sample weight (gm)</th>
<th>$\sigma$ (Nsm$^{-4}$)</th>
<th>$\varphi$</th>
<th>$\alpha_\infty$</th>
<th>$\Lambda$ ($\mu$m)</th>
<th>$\Lambda'$ ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C.F</td>
<td>56.3</td>
<td>6298</td>
<td>0.70</td>
<td>1.19</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>C.F+R.H</td>
<td>72.27</td>
<td>6754</td>
<td>0.76</td>
<td>1.15</td>
<td>26.32</td>
<td>52.64</td>
</tr>
</tbody>
</table>

Figure 2. represents the comparison study of the acoustic absorption of 45mm thickness of coir fiber-rice husk fibro-granular composite material in terms of the Delany-Bazley and Johnson-Champoux-Allard model.

![Figure 2](image)

Figure 2. Acoustic absorption coefficient of coir fiber and rice husk, fibro-granular composite of thickness 45mm and mass 72.27mg.

The comparison analyses of the acoustic absorption performance of coir fiber-rice husk fibro-granular composite with simple coir fiber composite[16] is illustrated in terms of Delany-Bazley and Johnson-champoux-Allard models. Figures. 3. and 4. represent the comparison study of both composites in terms of Delany-Bazley and Johnson-champoux-Allard models respectively.
The comparison study of the acoustic absorption performance of C.F+R.H composite is furnished in Figure 2, in terms of Delany-Bazley and Johnson-Champoux-Allard model. For Johnson-Champoux-Allard model, the C.F+R.H composite shows the better acoustic absorption performance at low frequency region with resonance peak, whereas for Delany-Bazley it is almost same at overall frequency band. The reason can be described in two ways. Firstly, Delany-Bazley model is an easy and fast approximation method, which is derived from the empirical equation. It estimates the combined acoustical behaviour of the composite for overall frequency band without any position of the resonance. Secondly, Delany-Bazley is an one parameter dependent model, which is flow resistivity. On the other hand there are five parameters involved in Johnson-Champoux-Allard model. Which make it possible to predict the accurate resonance including the complete absorption pattern.
Figure 3 illustrates that, the difference between the acoustic absorption of both composites is not that significant for Delany-Bazley model. The average value of the sound absorption coefficient for C.F and C.F+R.H composite was found 0.83 and 0.9 respectively, at over all frequency band. In this model, fibro-granular composite shows better acoustic absorption performance at mid frequency region compared to simple fibrous composite.

Figure 4 demonstrates that, for the Johnson-Champoux-Allard model, fibro-granular composite shows better acoustic absorption performance at all frequency ranges compared to simple fibrous composite. The peak was found at 757Hz and the value of sound absorption coefficient of fibro-granular composite is 0.96.

The comparison studies in Figure 3 and 4 are for the validation of the theoretical outcome of the current study of fibro-granular composite with the relevant study of simple fibrous composite material. The current paper reported that the acoustic absorption performance of the fibro-granular composite is much better than the simple fibrous and granular composite at low frequency region. The phenomenon can be described by the fact that the introduction of granular materials in the fibrous composite causes the reduction in porosity, increase in flow resistivity and two characteristics lengths, which promotes the acoustic absorption.

Considering the binders as a part of fiber, Fouladi MH [20] introduced the expression of the diameter of industrially prepared coir fiber mixed with binder ($d_{mix}$) to be used in the Allard model. Following this concept and considering the binders as a part of fiber, a new parameter ($d_{red}$) is introduced in the Eq. (12) below:

\[
d_{mix} = (d_{fiber} - d_{red}) + d_{fiber} \varphi
\]

(12)

Where,

$d_{fiber} =$ Diameter of fresh fiber , $d_{red} =$ Reduction of fiber diameter after pre-treatment, $d_{fiber} \varphi =$Compensation due to binder mix and $(d_{fiber} - d_{red}) =$ Diameter of industrially prepared coir fiber.

In the numerical simulation of Nor MJM et al. [21], the gradual increase of the sound absorption coefficient was found with the decrease of fiber diameter at low frequency region. Karthikeyan A and Balamurugan K [2] reported that the increase in alkaline concentration results in the decrease of fiber diameter and fiber strength as well at certain extent. They confirmed that the 6% of alkali treated coir fiber-epoxy resin composite caused the reduction of fresh coir fiber diameter from 274$\mu$m to 231 $\mu$m with better mechanical strength compared to untreated composites. Figure. 5. represents the sound absorption performance of C.F+R.H composite at different fiber diameters due to different alkaline concentration.
The result displayed in Figure 5 shows that the absorption coefficient changes with the variation of fiber size. The peak of absorption coefficient is shifted to lower frequency region, which is 724 Hz, with the reduction of fiber diameter. Increase in alkaline concentration causes the decrease in fiber strength. Therefore, it is important to know the effective amount of alkaline concentration in order to avoid the fiber fracture. From the above observations, it is clearly evident that for 6% alkaline concentration, \( d_{red} = 43 \, \mu m \) is the effective amount, which helps for the enhancement of the low frequency acoustic absorption of coir fiber. This parameter might help to measure the chemical concentration during the pretreatment of fibers to be remained with their better mechanical strength and life expectancy as well.

5. Conclusion

The study was conducted to investigate the absorption behaviour of a new fibro-granular composite through the formulation of two suitable analytical approaches. The peak value of SAC of coir fiber-rice husk fibro granular composite was found to be 0.96 at 757 Hz and for coir fiber it was found to be 0.93 at 1041 Hz. The result demonstrates that, fibro-granular composite is superior to simple fibrous composite as sound absorbent material. This is because in a fibro-granular composite, each component helps in optimizing the acoustic properties of the other component, in order to absorb the sound at the desired frequency, so as to acquire the highest overall sound absorption. An optimum amount of pores can be formed by adding granular materials. The introduction of granular materials such as rice husk, rubber, plastic granules etc. in fibrous composite materials contributes to higher flow resistivity which enhances the acoustic absorption performance at the low frequency region. However, high flow resistivity and low porosity phenomenon confines the application of this new materials in building construction, room interior surface and household elements for sound absorption.
Reduction of fiber diameter has great influence for the enhancement of low frequency acoustic absorption. The study reports that it requires 6% alkaline concentration for 43 $\mu$m of coir fiber diameter reduction in order to achieve the value of sound absorption coefficient is 0.89 at 724Hz.

The study confirms that the industrial manufacturing of the acoustic absorbers from waste residues will contribute to a promising new fibro-granular composite material, thereby confronting the volatile price of the traditional acoustic absorbers.

References


An Arduino-Based Voting System with Security Using Arduino IDE

Avigail Anne T. Sanchez¹*, Charles Erick C. Ligpitan¹, Kurt C. Cuaresma¹,
Allen B. Flores¹, Rionel Belen Caldo¹

¹Computer Engineering Department, Lyceum of the Philippines University- Laguna

Corresponding e-mail: *avigailannesanchez@gmail.com

Abstract
School election is an annual event in all schools, many of the student leaders are being busy with their campaign and platforms. As a student of an institution it is necessary and required to vote. Student’s need to find a leader that can lead them on the right path and give to them the service that they need. Every student has the right to vote and most of the schools are using manual voting which consumes too much time and effort to view the results and to write the name of the candidates. Manual voting is not secured, transparent and accurate and human error can occur. The basis of this project is to create a low cost and friendly user voting system by the use of Arduino and Arduino IDE. This project consists of Arduino microcontroller, LCD, push buttons and laptop. The system will permit only the poll organizer to control the system after entering the correct password. The system will requires single character commands to allow voter to cast the vote. The Arduino will let the voter cast the vote on input of character “A” in the serial monitor screen. This will allow only a single vote to be casted in a single prompt. This will avoid the voter to make multiple fake votes. This voting system allows the user to vote by just pushing the push button and their vote will easily appear in the LCD screen to assure that their vote is counted. The admin can check the number of votes in the Arduino serial monitor for the verification of the election.

Keywords: Voting, Election, Arduino, Security, Dev C++, Arduino IDE, Serial Monitor
1. Introduction

1.1 Background of the Study

The advancement of technology nowadays submerged itself toward education. Technology has a great advantage in our daily life is has reached its maximum of providing a sustainable technology towards quality of education. Universities, colleges and schools around the world embraces the rapid growth of technology.

In an election we all know that voting is very important. A voting system is one of the example of an embedded applications. The voting system can be difficult to use depending on the number of voters involved. An Arduino microcontroller can be used to make a voting system that would be appropriate for small elections such as in schools or colleges. This project was designed to ensure and guaranteed the security and safety of the election. The whole voting process will be completed using Arduino uno and arduino ide. We all are all familiar with other types of voting machines, but in this project, we have choose to use the Arduino microcontroller to make a voting system.

Voting machines is a combination of electronic equipment, software, firmware and documentation that is use to display election results and information in the election. The first voting machines is mechanical but through the increasing knowledge and capabilities of human kind they innovate and integrate things for a better life, the most frequently use voting system is electronic voting machines. The feature of this system is the use of Serial Monitor in Arduino IDE is used to complete the polling operation and the LCD will display the result of the voting.

An Arduino is used for building electronics projects. Arduino is a microcontroller that is consisting a physical programmable circuit board and software or IDE (Integrated Development Environment) that runs on your computer it is used to write and upload computer code to the physical board. It is popular with those people that is starting with electronics. It does not need a separate piece of hardware unlike most of the programmable circuit boards. Arduino IDE is just like a simplified version of DEV C++, to use it easier to learn to program.

1.2 Statement of the Problem

Manual voting is time consuming, it requires an accurate hand count of votes while determining an appropriate winner after an extensive vote certification process. The results of manual elections come into question due to several factors regarding human error or corrupt election practices. The problem of the study comprises the following:

- How are we going to implement a voting system using Arduino microcontroller?
- How can we make sure the security of the system by the use of Arduino microcontroller?
- How can we satisfy the necessity of the user in an easy to use voting system?

1.3 Objectives of the Study
General Objective

- To give the user a reliable and stable voting system which is organize and easy to use using Arduino Microcontroller.

Specific Objectives:

- To have a voting system that is secured and protected by the admin and that they will have the control in the voting process.
- To assure the user that voting system that they are using is user-friendly and manageable.
- To have a voting system that can be use in a small scale election.

1.4 Significance of the Study

This research project will be a significant endeavor in promoting an electronic Voting system that can be a useful tool in a small scale election. This research will also be a beneficial for a school, classroom and small organizational election. Furthermore, this research can be used as a future reference for the researchers on the subject of microcontroller and voting system.

1.5 Scope and Limitation of the Study

Every research project has its limitation and constraint. This research paper focuses only on a voting system by the use of Arduino microcontroller. The components that been used are Arduino Microcontroller, 16x2 LCD, push buttons, connecting wires and laptop. This research aims to develop a user-friendly and reliable voting system by the use of Arduino Microcontroller.

The voting system would be a great fit for a small scale elections such as in classroom, schools and small organizations. This system is limited only to a number of five candidates. It was intended to guarantee the security of the election for having a password and giving the complete authority to the operator to control the election.

2. Review of Related Literature

Voting system is the new program to have the easiest process of election. By the means that it is new, many people have a problem on using it and why is it important to use. The procedures of a voting system include counting of votes, casting of votes and deciding the winners of the election. As the political scientist said, voting system is the easiest way on conducting an election. In voting system, it can determine who is selected, the people that voted and the candidates the runs for the election. Basically, the one that wins the election applies the policies that have been discussed. Since that voting wisely matters, voting system valuable as well for the process on clean voting experience. Different examples of voting system takes place in any election. [1]

The voting was first occurred in Rome in 139BC by a simple method means of written paper ballots [2]. The existing process was enhanced and used by Australian in 1858. This new process use sets of ballots that the government provides. The ballots consist with list of candidates and voters need to show their designated area marked by their pen, stamps and specified markers [3]. Voters now will have a privacy to place
their votes, and then the paper ballots was returned, sealed, and kept in high security until the day of tally.

According to Kimball and Kropf (2005) the paper ballots and the design has a direct effects on the results negatively, which some votes remain unrecorded. In the means of Arduino voting system the vote of the user will be record surely directly in the data base also the user’s vote will be flash in LCD screen. The work collects from the baseline usability data for many habitual voting systems. Everett, Byme, and Greene (2006) make a study of three types of paper ballots: the bubble ballots, arrow ballots, and open-response ballots. They make more study at lever machine to apply it in paper ballots; in 2007 the punch card was added in the system. The general outcome, the bubble ballots were seem to be the voting system that is more effective in having a great number of users.

Online voting system have some issues like the voters don’t have a receipt or proof of voting, others have slow internet connection, some issues are it so dangerous, it can be hacked by hackers, and it is user-friendly when disabled persons will vote on online. The survey provided a personal views of the use of the o'online voting system it also tackles the security reasons and the requirements of the voting system [7].

In the study of e-Voting Security Study an extensive survey of e-voting technology has been provided [9]. In this study the author provides a survey of current projects both in academic and commercial in addition to the academics area in the survey, the views and opinions regarding the issues is understood. The project identifies the threats, sources of occurrence and some probable approaches of occurrence in the voting systems. It also has the security objectives and necessities of a useful electronic voting system [8].

A student council election on schools is an activity wherein students choose the specified candidates, which will characterize each position in the council. By this method, each student where under go in several procedures to process the votes. [10]

Electronic voting system (EVS) is a term used in different types of voting elections using electronic components in tallying. It is the most widely used instrument on processing the votes in an election. [11] Nowadays in the 21st generation computer is the most thing that we used, using computer will help the students in many ways. The computer become the way to know the latest information about the innovating technology. Over the past years the computer is evolving, it is faster and capable to do many things. The council promote the use of computer in teaching and learning, it helps to deliver information among the students. The evolution of computer also comes with the evolution of internet. Many people nowadays are fond of using the internet some of them are using online voting system, the advantage of using online voting is that the ballot is controlled by the site and the voters in rural areas can votes without going to the city and it is time-friendly because it has no hassle to come to the precinct.

Voting through online is more advantage than using electronic methods from to paper balloting at a controlled site. It may reassure contributing in the balloting procedure by those voters who are discouraged by the inconvenience of having to attend at a physical location. There are many factors that can affect people not to vote or elect candidates [11].
2.1 Synthesis of Literatures

Voting System is very useful for election in school, organization and most especially in a whole country. Many researchers has their own idea and proposed system in making voting system. For the political scientist voting systems are translated into seats into legislature. The reason why the voting systems are important is that it determine who is elected and which voters are represented. Those elected candidate directly affects what kinds of policies are passed and who benefits or suffers from those that are elected. By the used of voting system the voting process will be easy and it would not consume too much time in counting the votes and declaring the winner for the election. The growing use of technology in our daily lives is creating new demands for the benefits of the society. Through this voting system we can increase the accuracy, reliability and fast result of the election.

2.2 Conceptual Framework

Table 1. IPO Chart of Arduino Voting System

<table>
<thead>
<tr>
<th>INPUT</th>
<th>PROCESS</th>
<th>OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>“A”</td>
<td>The program will start and the user can input their vote.</td>
<td>Display the name of the candidates</td>
</tr>
<tr>
<td>Pushbutton 1</td>
<td></td>
<td>Name of the candidate 1</td>
</tr>
<tr>
<td>Pushbutton 2</td>
<td></td>
<td>Name of the candidate 2</td>
</tr>
<tr>
<td>Pushbutton 3</td>
<td>The Arduino will get the vote depending on the push button that has been push</td>
<td>Name of the candidate 3</td>
</tr>
<tr>
<td>Pushbutton 4</td>
<td></td>
<td>Name of the candidate 4</td>
</tr>
<tr>
<td>Pushbutton 5</td>
<td></td>
<td>Name of the candidate 5</td>
</tr>
<tr>
<td>“S”</td>
<td>The program will display the result</td>
<td>Display the result in LCD</td>
</tr>
</tbody>
</table>

In the table 1 above, the IPO chart of the program shows that the “A” is for the security of the admin to control and make sure that the user has voted just one time so letter “A” must be inputted first to start the program and the letter “S” must be inputted if the admin want to check if the result in LCD screen is tally to the serial monitor screen and lastly it is show that every candidate has a corresponding push button so that if the user push it the vote will be count on it. After every vote it will be process by the Arduino so it will automatically display in the LCD screen.

3. Methodology

3.1 Arduino Uno
Arduino Uno is recognized as a microcontroller board which is created based on the ATmega328P. This microcontroller has 14 digital input and output pins. It has a 16 MHz quartz crystal, a USB connection, a power jack, an ICSP header and a reset button. It is very useful and convenient for it contains everything that is necessary to support the Arduino microcontroller. This microcontroller will work by simply connecting it to a computer or laptop with a USB cable.

### 3.2 System Block Diagram

![Block Diagram of the System](image_url)

Figure 1. Block Diagram of the System

In the figure above it is clearly shown that the input will be from the push button which will be used by the user to be able to vote. There are five push buttons that were used to distinguish the name of the candidate that they will vote. After pushing the button of the user’s desired candidate the Arduino microcontroller will process the vote and after that the candidate that was selected by the user will appear in the LCD screen and also it will be counted in the poll monitor screen.

### 3.3 System Flowchart
Figure 2. Flowchart of the system for the admin of the program

In figure 2 it is shown that the admin has the overall control in the whole process of the voting and after the admin has inputted the desired password the voting process will begin. If the user will start to vote, the admin will input the letter “A” in the serial monitor screen and after that the program will allow the user to vote their chosen candidate. The admin of the system will input the letter “A” in the serial monitor screen in each voter that will vote so that a single vote will be counted. The letter “A” that must be inputted first in the serial monitor will be the go signal in the system to accept the vote from each voter and if the admin are not yet inputting the letter “A” the vote will not be accepted by the system to assure the security that only one vote can be accepted by each voter. If the election is done the admin will input the letter “S” to view in the serial monitor the result of the election and also the winner of the election will be displayed in the LCD screen.
Figure 3. Flowchart of the system for the user of the program

In figure 3 it is shown that the user will only push the pushbutton for them to vote. The candidate in the election has one assigned push button so that the user will not hesitate in which button they will push for their desired candidate and after they push the button their vote will appear in the LCD 16x2 screen. Each voter can vote in the system just once.

4. Result and Discussion

In the proposed program that the researchers made it is designed and implemented to be a user-friendly and accessible. It is also designed to consider the user’s need and requirement for a manageable and accessible voting system. In this paper the researchers put some ways to show different analyses like figures and connections on how the Arduino will be used.

Figure 4. Schematic Diagram of the Arduino Voting System

In the figure 4 above it shows the schematic diagram of the voting system. It shows here the connection of the pushbutton to the Arduino and to the LCD screen. The Arduino Microcontroller will be connected to the laptop or P4C to compile the codes and to make it work. The whole process of voting is already programmed in the arduino microcontroller.
In the figure 5 it is shown that the LCD 16x2 display the result of the election. The result appeared in the LCD screen so that the user will easily check if their votes is already counted. In here it is see that the vote will appear below the the name of the candidate they voted.

Figure 5. The LCD Display the Name of the Candidates

In the figure 6 it is clearly shown the serial monitor screen of the system. In which it is seen that the security of the election is assured. The admin of the voting system will be the one to control the whole voting to assure that there is just one vote for each voters. It displays how many votes did the voting.

Figure 6. The Serial Monitor display the Result of the Voting

In the figure 6 it is clearly shown the serial monitor screen of the system. In which it is seen that the security of the election is assured. The admin of the voting system will be the one to control the whole voting to assure that there is just one vote for each voters. It displays how many votes did the voting.
Figure 7. The prototype of the Arduino Voting System

In figure 7 it shows the prototype of the Arduino-Based Voting System. The name of the candidate is display on its case and if the user will vote they will just push the desired candidate that they want to vote.

Table 2. Reliability Percentage of the System

<table>
<thead>
<tr>
<th>Trial</th>
<th>Total No. Voter</th>
<th>Arduino-based Voting System</th>
<th>Total no. of votes</th>
<th>Percentage of the Reliability of the system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>Binay 3, Roxas 2, Poe 1, Santiago 3, Duterte 1</td>
<td>10</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>Binay 2, Roxas 3, Poe 4, Santiago 6, Duterte 15</td>
<td>30</td>
<td>100%</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>Binay 1, Roxas 2, Poe 3, Santiago 4, Duterte 5</td>
<td>15</td>
<td>100%</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>Binay 5, Roxas 5, Poe 2, Santiago 3, Duterte 5</td>
<td>20</td>
<td>100%</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>Binay 3, Roxas 7, Poe 3, Santiago 8, Duterte 4</td>
<td>25</td>
<td>100%</td>
</tr>
</tbody>
</table>

In the table 2 above it shows that the reliability of the system is 100% the proponent has test several trials to prove the reliability of the Arduino-based Voting System. The total number of voter is indicated their and when the researchers sum it up with the total number of votes it is the same. With the several test that the researchers have made it is prove that the system is reliable and stable.

5. Conclusion

Through the development and continues advancement of the technology voting system are now being made. In the entire course of this project, based from the results
and discussion that is presented, the researchers concluded that the objectives of the project is successfully achieved. The System that the proponent made is working stable and reliable based on the table 2 in the results and discussion. The researchers have made the system secured and protected. The admin has a password to control the poll by just inputting it for the program to start. For the voter to start voting the admin must input letter “A” and to show the result in the serial monitor the admin must input letter “S”. The system is easy to use and user-friendly the user will just push the push button and the voting process is all done. This voting system can give the result immediately by displaying it in the serial monitor screen. When the admin input the letter “S” the tally of the voting will be displayed. The researchers have successfully produced, manageable, useful, secured, reliable and user-friendly arduino voting system that can be used in small-scale election such as in classroom our party list voting.

6. Recommendation

The paper only focuses in a voting system using arduino microcontroller, LCD and Serial monitor. From the findings during this project, the researchers give the following recommendation to the future researchers: For the program, since every year we are conducting an election the researchers recommend to use the program that we have for simple and faster result of the election. Also this is a good advantage to use Arduino microcontroller in making a more digitalize and upgraded voting system that can be use in a huge election.
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